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1 #EAFRISO HBKEFR , FRIEPITUA T4, ¥ 1SO HEEH 40 win.iso,

mv <ISO image name> win.iso

2. PITRA T a5 2417 Dockerfile,
touch Dockerfile
3. 4w Dockerfile , IRAILATF NB FHRTE.

FROM scratch
ADD --chown=107:107 win.iso /disk/



{# A KubeVirt ZF 1SO 47 Windows 4514 - Alauda Container Platform

4. PITA T dn 452 Docker §51%.

docker build -t build-harbor.example.cn/3rdparty/vmdisks/winiso:20
19 .

5. PUTA Tt SR B HEE B E,

docker push build-harbor.example.cn/3rdparty/vmdisks/winiso:2019

M virtio-win 1SO 417&Z Docker §5{%

FHFAFR1SO HEBHKEB R , PITA T i 4413 Dockerfile,

touch Dockerfile

2. Ywtg Dockerfile , RN T RNBFHRTZ.

FROM scratch
ADD --chown=107:107 virtio-win.iso /disk/

3. PUTRA T 45 £ #3E Docker 51%.

docker build -t build-harbor.example.cn/3rdparty/vmdisks/win-virti
o:latest .

4. PATU T dn SRR GIEERI B I,

docker push build-harbor.example.cn/3rdparty/vmdisks/win-virtio:1

atest
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2. HEMSAUME R BRI > ML

3. Rl G EEHUML.

4 ERENEHAELRESE , 0 78, 5% F. FASHEREFSEOEEMUIL.
5. YR E YAML,

6. % spec.template.spec.domain.devices.disks FE FHELE E# AL TRE.

domain:
devices:
disks:
- disk:
bus: virtio
name: cloudinitdisk
- bootOrder: 1
cdrom:
bus: sata
name: containerdisk
- cdrom:
bus: sata
name: virtio
- disk:
bus: sata
name: rootfs
bootOrder: 10

7. 1£ spec.template.spec.volumes FE FRMUATREA.

- containerDisk:
image: registry.example.cn:60070/3rdparty/vmdisks/wini

$0:2019
name: containerdisk
- containerDisk:
image: registry.example.cn:60070/3rdparty/vmdisks/win-
virtio

name: virtio

8. K& YAML XXt , TTRACEfFRNTTE YAML 20T,
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apiVersion: kubevirt.io/vlalpha3
kind: VirtualMachine
metadata:
annotations:
cpaas.io/creator: test@example.io
cpaas.io/display-name: ""
cpaas.io/updated-at: 2024-09-01T14:57:55Z
kubevirt.io/latest-observed-api-version: vi1
kubevirt.io/storage-observed-api-version: vi
generation: 16
labels:
virtualization.cpaas.io/image-name: debian-2120-x86
virtualization.cpaas.io/image-os-arch: amd64
virtualization.cpaas.io/image-os-type: debian
virtualization.cpaas.io/image-supply-by: public
vm.cpaas.io/name: aa-test
name: aa-test
namespace: acp-service-self
spec:
datavVolumeTemplates:
- metadata:
creationTimestamp: null
labels:
vim.cpaas.io/reclaim-policy: Delete
vm.cpaas.io/used-by: aa-test
name: aa-test-rootfs
spec:
pvc:
accessModes:
- ReadwWriteOnce
resources:
requests:
storage: 100Gi
storageClassName: vm-cephrbd
volumeMode: Block
source:
http:
url: http://192.168.254.12/kube-debian-12.2.0-x86-out.
gcow?2
running: true
template:
metadata:
annotations:
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cpaas.io/creato

r: test@example.io

cpaas.io/display-name: ""
cpaas.io/updated-at: 2024-09-01T14:55:44Z

kubevirt.io/latest-observed-api-version: vi

kubevirt.io/storage-observed-api-version: vi

creationTimestamp: null

labels:
virtualization
virtualization
virtualization

virtualization

.cpaas.
.cpaas.
.cpaas.

.cpaas.

io/image-name: debian-2120-x86
io/image-os-arch: amd64
io/image-os-type: debian

io/image-supply-by: public

vm.cpaas.io/name: aa-test

}
64

rtio

name: cloudinitdisk

1

ta

name: containerdisk

spec:
affinity:
nodeAffinity: {
architecture: amd
domain:
devices:
disks:
- disk:
bus: vi
- bootOrder
cdrom:
bus: sa
- cdrom:
bus: sa
name: vir
- disk:
bus: sa
name: roo
bootOrder
interfaces:
- bridge: {
name: def
machine:
type: 35
resources:
limits:
cpu: "4"

memory: 8Gi
requests:

cpu: "4"

ta

tio

ta
tfs
;10

}
ault
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memory: 8Gi
networks:
- name: default
pod: {}
nodeSelector:
kubernetes.io/arch: amdé4
vm.cpaas.io/baremetal: "true"
volumes:
- cloudInitConfigDrive:
userData: >-
#cloud-config
disable_root: false
ssh_pwauth: true
users:
- default
- name: root
lock_passwd: false
hashed_passwd: $6$0v1h157e$0rawYwaeu9jL6hBf3XP91l
k6XXaMUS9/W6LPbWRinUoXujo391P3198vV0c00btr.LDOAV/y1lm85FLQmMXxwWN LWFe/
name: cloudinitdisk
- containerDisk:
image: registry.example.cn:60070/3rdparty/vmdisks/wini
$0:2019
name: containerdisk
- containerDisk
image: registry.example.cn:60070/3rdparty/vmdisks/win
-virtio
name: virtio
- dataVolume:
name: aa-test-rootfs

name: rootfs
9. mir B,
10. &1 3#E > VNC &%,

11. Y HI3ZIR press any key boot from CD or DVD B , IR{EE4E3E \ Windows 3%
B BRBIRR  ERTUIA LMK XX TEGS , N THESAERE Ctrl-Alt-
Delete E 5 R%25.

B ARIWIHE RIS IR R YRl BECEX EREREW , FER , 7
BHZIRR , THESR.
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1. FALRKTHE G , KRR TRAR K.

FE  pERERT | WELEKRNIUA sata , REAREEMRAMR. FRKEHF
MRS B BRIESX , BRGELHE.

2. e BB K RN E , REUHEA AR XX TGS, EFE TR AT Ctrl-
Alt-Delete,

3. IR R Ctri+Alt+Delete A &G E QRS 25 , MAER K, o .

4. MR Windows RELKH , E I Windows BERSERIRTTA.
4 % virtio-win-tools
ZILRATEAENERS),

1 AT X R IETERS

2. X CD IKzh75(E:) virtio-win-<version> , 1z1T virtio-win-guest-tools B #H A\ L
R , IRBLEIES| TEREE., <version> EiMERIBESIIRE N E#.

3. WRTTAST , KMF) Windows ARG,
5 FHBEE X Windows 5%

BRREESE S EISE.

6 {§ F Windows 5%{%
1. HN BaFa.
2. EEEMSIAE R T B > EHMIL.
3. miEFFRFE A Windows SR AIEA BN EFR , HEAFHER.

4. i BRI
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5. ERBNEIAE MRS , HEEESHE Windows #ifg. FHSHKAECEEFSE4)
B REUAL

6. (AJiE) EFERBFIRERS , 40 Windows 11 , FF/5R4H. UEFI, TPM %IN8E,
PIHRZE YAML , B# 7 YAML TEFARLTREA.
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apiVersion: kubevirt.io/vi1
kind: VirtualMachineInstance
metadata:
labels:
special: vmi-windows
name: vmi-windows
spec:
domain:
clock:
timer:
hpet:
present: false
hyperv: {}
pit:
tickPolicy: delay
rtc:
tickPolicy: catchup
utc: {}
cpu:
cores: 2
devices:
disks:
- disk:
bus: sata
name: pvcdisk
interfaces:
- masquerade: {}
model: el000
name: default
tpm: {3}
features:
acpi: {}
apic: {}
hyperv:
relaxed: {}
spinlocks:
spinlocks: 8191
vapic: {}
smm: {}
firmware:
bootloader:
efi:
secureBoot: true
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uuid: 5d307ca9-b3ef-428c-8861-06e72d69f223
resources:
requests:
memory: 4Gi
networks:
- name: default
pod: {}
terminationGracePeriodSeconds: 0
volumes:
- name: pvcdisk
persistentVolumeClaim:
claimName: disk-windows
- hame: winiso
persistentVolumeClaim:

claimName: winllcd-pvc

7. R IR,
7 AN ER
IAITACE NodePort Z5BVH)NERIKE |, FERFE R TR .
1. #N BaFa.
2. FEEAMS A R B > B
3. mifi%IFFEA Windows $ER BRI EIUNLZFR , HENFER.
4. 15 BRAERE X%, |y NEREEE 580 70 EI#R.

5. RBUTRERLE S L.

¥ AR
AR 1%£3* NodePort,
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REALimH : £/ 3389,

BRSFimH & #R : £ rdp.

6. Ry #E RENFHER,
7. ji BRAEE ISR AR Gk,

8. ICREAEEXIZA B IP MmO XISK R0 58,

A7)

A3 bL Windows SAERISEAERENG] , FABMAERGAT(E FIZEF ROP XG0 FE s TiE
.

L. 19 SR E S,

2. WA \TE RIIANERER R STRPREFHEM 1P MENIRA , 48308 B0 IP: EAImE |, 40
192.1.1.1:3389 ,

3. il BHE.
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Q Alauda Container Platform Q

{£FH KubeVirt ZF I1SO 43 Linux §5{%

AXMENA T EFFIFA M KubeVirt SSELR BT AR , FIA KubeVirt BIMEEARM 1SO 45
GBI Linux BERSEEG.

B=x

[iE7E S5

A RS PR

BRAELSIR
# Linux ISO 8i{& 444 Docker &%
B REFAML
4 Linux BIERS
B YAML {4
LR R BEYEE
SHIHEMBE X Linux 54

A 2

o SRR AMIERIZT.
o TIRAIERLTF Linux 85 , A LA Ubuntu $/ERSE ~ A4,

o ERIERITFRTEMHEB/RNBE , 23CLA build-harbor.example.cn B EEA B , ERIECIR
IR EH.


https://mirrors.tuna.tsinghua.edu.cn/ubuntu-releases/
https://mirrors.tuna.tsinghua.edu.cn/ubuntu-releases/
https://mirrors.tuna.tsinghua.edu.cn/ubuntu-releases/
http://localhost:4173/container_platform/zh/
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A RS BR

o J23) KubeVirt if , BE XHRGRIXHRG R/ NEINEANGEE) PVC BEEREE , XfHAR
SEd KAJRES G2 IRIE K.

o X Linux 1R K/MRIFFE 100G LR AR MIZE RN , BLE cloud-init 5 , 8132 UL
MR XNECE AT , RoraashY &,

BRAELIR
1) % Linux ISO £5{%%£#: A Docker £51{%

1. BT 1SO FBHNEFR , ARIPITL T a4 , % 1SO $ifgE a4 A ubuntu.iso,

mv <ISO image name> ubuntu.iso

2. 1T T 524132 Dockerfile,
touch Dockerfile
3. Ywig Dockerfile , AL NB FHRTE.

FROM scratch
ADD --chown=107:107 ubuntu.iso /disk/

4. BT T 454 H%2 Docker 8512,

docker build -t build-harbor.example.cn/3rdparty/vmdisks/ubuntu-is

0:24.04 .

5. PUTA T dn SRR BHEXE B .
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docker push build-harbor.example.cn/3rdparty/vmdisks/ubuntu-iso:2

4.04

2 BRI
LB\ REFE,
2. FEZEMNS AL ety BEAOML > KB,
3. M BIREEIL.

4. ERBTEAE S , ARSURECE RS G R

S BEA

P2 Vol EAUALAARAR 1R o

IP it RIFEIA , Eid DHCP #REX.

I B 5 NAT 185X, BEACREAE R A .

5. YI#E| YAML,

6. % spec.template.spec.domain.devices.disks FE FHELE E# AL TRE.
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domain:
devices:
disks:
- bootOrder: 1
cdrom:
bus: sata
name: containerdisk
- disk:
bus: virtio
name: cloudinitdisk
- disk:
bus: virtio
name: rootfs
bootOrder: 10

7. 1£ spec.template.spec.volumes FE FRMUATREA.

- containerDisk:
image: registry.example.cn:60070/3rdparty/vmdisks/ubun
tu-iso:24.04

name: containerdisk

8. Bz YAML 30ff , Sea/aTeH YAML BECENT.
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apiVersion: kubevirt.io/vlalpha3
kind: VirtualMachine
metadata:
annotations:
kubevirt.io/latest-observed-api-version: vi1
kubevirt.io/storage-observed-api-version: vl
labels:
virtualization.cpaas.io/image-name: debian-2120-x86
virtualization.cpaas.io/image-os-arch: amd64
virtualization.cpaas.io/image-os-type: debian
virtualization.cpaas.io/image-supply-by: public
vm.cpaas.io/name: aa
name: aa
spec:
dataVolumeTemplates:
- metadata:
creationTimestamp: null
labels:
vm.cpaas.io/reclaim-policy: Delete
vm.cpaas.io/used-by: aa
name: aa-rootfs
spec:
pvc:
accessModes:
- ReadwriteOnce
resources:
requests:
storage: 100Gi
storageClassName: vm-cephrbd
volumeMode: Block
source:
http:
url: http://192.168.254.12/kube-debian-12.2.0-x86-out.
gcow?2
running: true
template:
metadata:
annotations:
cpaas.io/creator: test@example.io
cpaas.io/display-name: ""
cpaas.io/updated-at: 2024-09-09T03:49:08Z
kubevirt.io/latest-observed-api-version: vi1
kubevirt.io/storage-observed-api-version: vi
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creationTimestamp

labels:
virtualization
virtualization
virtualization
virtualization
vm.cpaas.io/nam

spec:

accessCredentials

- sshPublicKey:

: nul

.cpaas.
.cpaas.
.cpaas.

.cpaas.

e. aa

1

io/image-name: debian-2120-x86
io/image-os-arch: amd64
io/image-os-type: debian

io/image-supply-by: public

propagationMethod:

gemuGuestAgent:

users:
- roo
source:
secret:
secretN
affinity:
nodeAffinity: {
architecture: amd
domain:
devices:
disks:
- bootOrder
cdrom:

bus: sa

t

ame:

b
64

1

ta

test-xeon

name: containerdisk

- disk:

bus: vi

rtio

name: cloudinitdisk

- disk:
bus: vi
name: roo
bootOrder
interfaces:
- bridge: {
name: def
machine:
type: 35
resources:
limits:
cpu: "1"
memory: 2Gi

requests:

rtio
tfs
;10

}
ault
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cpu: "1"
memory: 2Gi
networks:
- name: default
pod: {}
nodeSelector:
kubernetes.io/arch: amdé4
vm.cpaas.io/baremetal: "true"
volumes:
- containerDisk:
image: registry.example.cn:60070/3rdparty/vmdisks/ubun
tu-iso:24.04
name: containerdisk
- cloudInitConfigDrive:
userData: |-
#cloud-config
disable_root: false
ssh_pwauth: false
users:
- default
- name: root
lock_passwd: false
hashed_passwd: ""
name: cloudinitdisk
- datavolume:
name: aa-rootfs

name: rootfs

9. i BRI,

10. &1 3#E > VNC &%,

11. H31 press any key boot from CD or DVD 12/r0} , I{EEBHANTERF | BAH
WHErR , RTREZ LA KIXITfEm4 , AN TH SRS Ctrl-Alt-Delete E /5

BR%5 25

T2 AREIWIHE NI R YR BECEX EREREW , BER. |
AJRMZIRRN , THER.

T Linux J{ERSE
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L HATEREGE , RERER SUTIRIE, AR Ubuntu RERGEAB] , REJHER
ERAGTRI T NERERMABAER , EAEER. SBOECETRHNT.

[LW=el UiBA
RApKTY BOSAR R/ NI AR M AR FR.

VIR E B NI |, RS A extd Bk xfs SRR B HX (/) .

fFiEEcE .
AR ARER LM X (BIZEA (LVM)) .

SSH fic& WeERH OpenSSH T HEASTH: SSH i(a],
2. FEFELRETH.
&% YAML 3014
1. N BaTFAR.
2. FEEEMISARE T BIUL > BIUNL.
3. RiEFIFRFH B FR Bt FIBER.
4. i 51k,
5. mihA LA #5BE > FH.

6. Y)#E] YAML,

7. #inA spec.template.spec.domain.devices.disks 444 rootfs {4 ) bootOrder 4
1, BEAENEEA 1.

8. ff% spec.template.spec.domain.devices.disks 444 containerdisk KIfHXNZE ,
BARIF,

- bootOrder: 1
cdrom:
bus: sata

name: containerdisk
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9. #f& spec.template.spec.volumes 44 containerdisk (XA , BAKAT.

- containerDisk:

image: registry.example.cn:60070/3rdparty/vmdisks/ubun
tu-iso:24.04
name: containerdisk

10. it BH.

1. mir J33h.

RITHERH IR E

T 04 BB ERFME RG2S | ARSI,
L 6B P2 I R R

2. 1A root AR,

3. RS,

e CentOS AFPIT :

yum install cloud-utils cloud-init gemu-guest-agent vim

o Debian &%3H 1T :

apt install cloud-init cloud-guest-utils gemu-guest-agent vim

4. Y45 SSHD ECE 4.

1. PUTA T 654 4miE sshd_config ST,

vim /etc/ssh/sshd_config

2. BRI TECE.
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PermitRootLogin yes

PubkeyAuthentication yes

3. REFHEHAMALE.

5. BUTLAT €54 Mk root F FEMARRRD,

passwd -d root

6. EEURMIE S 1.

1 PITA P e SR AT |, BN @RS GRIIE,

vim /etc/apt/sources.list.d/ubuntu.sources

2. B R EREFIRE.
7. &% cloud-init AcE , SREMRBE KRBz &,

1. PATA T 654448 cloud.cfg BLE 4.

vim /etc/cloud/cloud.cfg

2. BRI FECERNE.

runcmd:

- [growpart, /dev/vda, 1]

- [xfs_growfs, /dev/vdal]

3. BYERERFECE.

8. LBl , KMHRERL.
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Q Alauda Container Platform Q

S UL R

ZIBER T S BN ARG GG I LEEREME , NMEXSREFMET R MEAF A
EEFM SR SR IR N .

B=x

BB
1 LE KEFRTL
A13# vmexport &R
T EEHUMR G
Bt F5eE 0 IR S EEESDUE AT,
B AU R

BAIFDIR
HE BRSSO IS 25 AT,
L {2 1E U,

LN PAEHE,

2. EEMIAAEF , Rl EIMLETE > B

3. AT BRESFHAGHGHEINAFR , BEERFF AT REMIFER.


http://localhost:4173/container_platform/zh/
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4. [ FLE.
BJEZ vmexport TR
1. 79 CLI TR,

2. PITA TSR EXE.

NAMESPACE=<namespace>
VM_NAME=<vm_name>
TTL_DURATION=2h

S0

NAMESPACE : [BHMLETERIMG 2 =B R FR , B <namespace> B AL B K.
VM_NAME : SZ5H AGGBZRREIMLETR , ¥ <vm_name> B AL L FR.
TTL_DURATION : SH{ESHIFFIERE] , BhAK 2 /NS |, TR E A%,

3. PUTRL R 54813 vmexport IR,

cat <<EOF | kubectl create -f -
apiVersion: export.kubevirt.io/vlalphal
kind: VirtualMachineExport
metadata:
name: export-$VM_NAME
namespace: $NAMESPACE
spec:
ttlDuration: $TTL_DURATION
source:
apiGroup: "kubevirt.io"
kind: VirtualMachine
name: $VM_NAME
EOF

ABTRURIBER , R,

virtualmachineexport.export.kubevirt.io/export-k1 created
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4. PITL T i3S EF vmexport IR,

kubectl -n $NAMESPACE get vmexport export-$VM_NAME -w

EZER :
NAME SOURCEKIND SOURCENAME PHASE
export-k1  VirtualMachine k1 Ready

5. Y[E B{EEHH PHASE FEEA A Ready B , 3% ctrl (control) + ¢ {&1E watch 324k,

6. PUTLA T anS4KEX TOKEN,

TOKEN=$(kubectl -n $NAMESPACE get secret export-token-export-$VM_N
AME -0 jsonpath={.data.token} | base64 -d)

3 TNEEIMR B

1. PITRA R 6 S KBRS E b & 1A B IMLSHE Pod # IP 33k , FF7EN
EXPORT_SERVER_IP IE4r &,

EXPORT_SERVER_IP=$(kubectl -n $NAMESPACE get po virt-export-export
-$VM_NAME -0 jsonpath='{.status.podIP}")

2. PUTUA T e SiX B URL IMRAE |, TEE MR S B

URL=https://$EXPORT_SERVER_IP:8443/volumes/$VM_NAME-rootfs/disk.im
9.9z

3. PUTA T dn @ FESE U, TEIRIIX A48 disk.img.gz.

curl -k -0 -H "x-kubevirt-export-token: $TOKEN" $URL

b R R GR RN R I
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B TERGRGR I EEEXNR T, _EER{EREE S3 TR , AP me (minio-
client) THAFINE.

1. PITA T an4BCE me THE | EEIEER S3 RS

mc alias set minio <ENDPOINT> <ACCESSKEY> <SECRETKEY>

S0

o ENDPOINT : S3 7RG HE | ¥ <ENDPOINT> i Azttt

« ACCESSKEY. SECRETKEY : BTN S3 726£RE A/ ak 0 sk , HXEZE
1§2% MinlO Object Storage

2. PUTLAU T dn & BIER 77 AU 3 SU I OA

mc mb minio/vmdisks

3. PUTAU T 4% SHH WL S0 disk.img.gz H{EZ AU EIAR .

mc put disk.img.gz minio/vmdisks

B AU e 15

L B\ PR,

2. FEAEMSHRE | Rt FEINLETE > SIS
3. (Al FRMEE .

4. FEEGMNEPIEE <ENDPOINT>/vmdisks/disk.img.gz , % <ENDPOINT> &k S3
ARSI, HASEORINESE I EIUNL G

5. |y 0,


https://min.io/docs/minio/kubernetes/upstream/index.html?ref=docs-redirect
https://min.io/docs/minio/kubernetes/upstream/index.html?ref=docs-redirect
https://min.io/docs/minio/kubernetes/upstream/index.html?ref=docs-redirect
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$R{E
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Q Alauda Container Platform Q =
\
UL
yiNA=
A
R
BEfEm
B UM EE AR 2H UM =3R4 {¥F VNC %
CIE 2 Jaa RIELIR PRAEBIR
FEESEm
BIE B,
BEE AN EIRREAXY SN,
B AT EE T

W St

i
PRI R v REHUATL
WA

BAEDTR


http://localhost:4173/container_platform/zh/
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B BT BEHIWIKE

Overview BELIR

SR

B

RS AU, e
PR S

YR GPU HEME S

SR

B

1RAEHTE

SERIATE

FFAR1E

REFLTY RIES XA A Pod 11 B BAREERMER AR

(R
BER 7 H7
fiRRFTIE
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Q Alauda Container Platform Q

I

KubeVirt 2437 %40 VirtualMachine #1 VirtualMachinelnstance % CRD (Custom
Resource Definitions , BE M RIFEN) KRB (VM) TR, ETiXL CRD , A/
MBS L E R EIRRE . fEtkEAS £, ACP Virtualization With KubeVirt J# 32 {3t
Web Console H—SRF T SN , A FREBERNIBITEFHRIE.

B=x

S

S
. SEREHETE

o AIEMIIREIMN, , ERIRERS , EEEIL , FH SSH B47 , ARTIRNEC , 70
VNC =518,

. SLFIEWL  BUTRIERE.
. B PRITHORE

o KREBEIHIRAETTEY WA Web Ul BHTER.
. ALK SEE

o IBXT Web Ul SR cBEAUITEAR (20 CPU, NT7, WEERLERIERN) .
o BEEEE , TERIBENSITIES (ANRIFFER. HRETR) .


http://localhost:4173/container_platform/zh/
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0 Alauda Container Platform Q

eSS

BIFE EAURNI R UL 2R B =R {&H VNC %

BIR S0 RELE 1R {EHTR

EEEIR

AR A,

A IR BT REANT BT B
AR T4 Eypa

Wit

wep

o
R TE L B UL
ATRAM

BAEDTR


http://localhost:4173/container_platform/zh/
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Q Alauda Container Platform

B REFUNILI RE IR 2H

{F &A1 EIU, (VirtualMachinelnstance) , F¥EIMWLAEZILIR T Kubevirt 284 B I
JE B REN T R k.

BERTRUBIT B3 AU SUEE BN A, , Rt e] DUBIT 63 B U2E
(virtualMachinePool) , RESIEY Z M FEEBECE R EIUL (VirtualMachinelnstance) .

Bk

B &1

EEEm

BIZ AU
BAESTR
HRIRAE

B EEFUHAA

BRAIESTR

AR 561

o ERGGAREMIE , F5FEEHE RANTEM :
o BWERNBREER  HERE Kubevirt 4,

o BNTRFAMIENTR , FHIFEEMLL.


http://localhost:4173/container_platform/zh/
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o FAFERMEMNZER.

o AREREMIIE GPU EIBTIRE , BIXATF o BE RiTM MECE -

1. 3B GPU HBMME AR AR |, FFHERSMERMIE,

2. WEFTHEYIE GPU |, FIFEEMWAIE GPU HIBAHXINRE.

JEF=E

£ Windows EIMILETS , (U IFB T BIWUEESGRTIRER KSR BR |, BEEFATEE
1 GHREN

B UL

HRAELIR

U TRRNBUARBEFT AR EILAB] , SR YHRE YAML FRTTRIRE.
1. 3 \ Container Platform,

2. EEMSHAZF , Bty U > UL,

3. By B REHUML.

4. £ EXMER OTEE BN BRI B RAHR | EARMETUER.

WiEH

R FSREFR G METRH R LR RES. TARMEXT , B0 :

% app.kubernetes.io/name: hello-app.

RATmFAEAFMZERNERTAEE. TASEXS , FI20 : cpaas.io/maintainer: kim,
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5. WA ERE BB

e GPU
(Alpha)

iR

ARIE FSRIERRTF AR E AR E B R IFIR L.

YR GPU ELS | (XRAS N I Bo—3KE GPU.

Wl EEYIMEE GPU HiBBIEFEREIMMIMES | KXIrrRITE LIRS T
(GPU) EfiksnBoéa il , (EHAES EHRAMFAYEE GPU , NMiXZ|

FE AU 2R Ak A5 STEREN L EIRs TR FEEMRE | BB

FABBCeS s e AIMEREIRS , TR FHEARMERE.

ERFEEE AR REFEMEFTRALGR.
W - (UFRER SRR AR CPU 224,

6. £ /768 X33 , ZEUATRAECERKRER.

AF
HE

BRI

VEAEES

UiEA

FREERNATR , REE AR STHFBYL

o IREEE : RGROABIE— VirlO 258K rootfs Rt , MTHBURERSE
ANEAE

o BURE  BEAN , RINZHEEERE , TRTIHANEEEIE. ZAAK
VirtlO 1% %%

R BIRR AR SRR A HREER.

o XA : DEBCUE R R RS
o BEE  DUEBRRE T ERHE .

FRESRMETR R EFEHRAIF EIUHE . W FEIEENTEIESR
AEFERHTHRFEE.
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S B

BFEISHFNEEAAR , MRINEGRN T AFEE  FIXABER

BTN,
AE BIWFEITENRE , RS&HK/N A 20G,
it K2 AR, . _
- RIANTFFE | A FFE , Fonibk 23U [E Bt & MR mEE FaE .

7 1E g% X3, SEATRBIECERKRER.

e UthA

o INAXA sh KA (DHCP) |, BT AHEESEC 1P, S
IP 3 RRIP,

s o EHTETIP, BEER , SR IAKE R 1P i, R YTIRERTCE
A IP | Y550E SRk 1P,

o W% WS A REERMER 1P ik , B 1P il SSMPIELE.

P4 o NAT : LR TSR 1P 3l | {(BARB TR RA P M SHNRELE. Tk
(£ B2 SO FOREMWIMRENED |, #l20 SSH RS 22 0 , TMAS Frikis 0 NFRIT
M.

RERMEHEIM R

=z,
R

o BRI R A 2R | AT A TR AL
i =

RS
« SR-IOV ZEAUYFF x86_64 Z2MIEK Linux IRIERGER.

« EVAfEH DHCP 3REX IP sudit,
* SR-IOV M\ Z AERREEIMHNAREN VF EZ MAC HBIEAERIAE .
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8. £ MiAtiX & X8 , 2EUTRBAREMRXER.

e i

JR(E M SSH BAH TR ERKIE, WARTHERRER , HEEREHAARE
R EEAUAIL.

o BAMERFATERERS WA LRIQIEHES  MXEBAHRE B > B

X UEEE.
o {(UABRIARA RTIET SSH ARA I, 1E2 AFLRLHP BRI, , ATX
s XA, FRRLPANRARRNERAAR. —BEAETHAME | 7] REEUH
KERZ AR MR,
« SSH BN NAUREFRNEREMRTEEF , FATLEHENTE 58
THERE,
o HEFERERGE I IAYIREN root F R,
F AIRERG A P REBERIHTERRE , /SN AT,
o AP{CARIAIKS |, BIWLIEAZNE , £ RN a2 iRt R S A
PR, FRT%ER.
o FELMEBFMEEM root A, LETTABRE NEAEN , EEITXE
RE,
AVAZ
o IANFFE. FFRHIR |, Sl Tete /AR BB , B RPRHX A ..

9. (RIE) £ SRECE X , ZEUTRARLERKXESR.

e A

K2R

o ¢ PRMURKE  REBNMRELTRERS  MROUETNEESN 2

RIERFEENECEREREERXRA,

o RMRERE  REERIMIEREITHFHATERRFRE , RGN E
P KBI R RREANEERRN , BHWIRKESHER.
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ZW Wi

« Preferred : EWIHRERERIFEFMBRNT R L, RECKLEEFAMER

=
T S5HEAEER (Bt EREER) MESTEMAT S,

SRH
+ Required : B R AWAERITETEFRMERN T AL,

10. AR ITRE , B G,

FREEILER Bl AN 31T K.

PSS

FAIDES SR RE AT AWE SRS Um A LA LAK #E , IRFENTMEREMII. =
B, EHMEATHEMRRERE  FS N EHEUL .

EE
o (NYEBIMILA FE . KA. BELE RESETHITEFIRIE.
o EHRATHRREIUNAE TG B FER AR R .

o SRS SEDEEN BOANKIRE | EATRUREITR.

B EHUAH

BRAEDIR
VR TS AR A AR AR EIME LG , ST E YAML A TERERIE.
1. 3t \ Container Platform,

2. EEMSAAEF |, By ML > EIUMILA.
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3. Bl B UM,

4. EXMER X, U THHHECE BIMIAREE.

e iR
K5I BT KEFANAE B A REFUMILE 2R

451 1E) BERRE  AEZANEMNET QN , SRELEMNAHREIRENT R L, TR
& — RIS AT .

A A REAMIAEARARE . PR AT ERENEMELR R X LRGN RES. F

I
FBEEXT , 540 : app.kubernetes.io/name: hello-app.,

5. 18 REAUMIAEAR X35 , 5 B2 UMl AP EIWIECE S —AREE . TEi%. ALAS.
. FHFER.

6. MAMEETTRSE , B AU,

2R AR |, FTRTTE RPNl BRI E R 1B U AU UL E R
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Q Alauda Container Platform Q

REFUTLAE EHR1F

MEHTES. FIk. ERMBEREERE,

Bk

| BEsE

BRIEDIR

1. ¥t \ Container Platform,

2. EEMFAAZF , By BHME > UL

3. TREBARREIMIL , BAT : AT XY BN UM TIRAE | BRSZE T B TR B4R 4.
EE

o YEUAL TRIREE KSR |, ATRAT B3t EE3) 324 ; LEMIAL THES
. BEF. BT AR RAMEFEREE |, BT FIEEEFIE B4E  LEMU
PALTEITHRRER |, TUBIT EREMEE S #1IE.

o XTREHWLSHTIES] ESHTLE IR4E , ST X REIUILITE, , XA EA S BRE ALK
EER.

4. IRIEFEIRINTCARIE, I A TR |, $REHH.


http://localhost:4173/container_platform/zh/
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R s
SRR v
5L KM EfELE

=)ot BT



{5/ VNC R4 - Alauda Container Platform

Q Alauda Container Platform

{F F VNC &% BN,

£ Web #=H)G (VNC) BRI , MFANSIRIEFEL.

Bk

BAEDIR

BAELDIR
1. 3 )\ Container Platform,
2. FEEEMS AP |, BB B > B,

3. B ' > VNC &35,

4. EHEEARBEIITIT ; EFERMARALENEEITER,


http://localhost:4173/container_platform/zh/

{F 3 VNC &R 2404, - Alauda Container Platform

Send remote command v

ent0S Linux 7 (Core)
Kernel 3.18.8-11608.11.1.e17.x686_64 on an xB6_64

i login:

1WiAH -

o SHFRIEE R WS,

o MXIFEHIARNEA SIS,
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Q Alauda Container Platform Q

EIRREANT

B, SERTEIER RS,

Bk

IR EEANT
T ERANT
ThFg 4R XS

B RS

1. # A\ Container Platform,

2. EEMFAAS , By B > BT,
3. By B EMANY,

YHINSCHF SSH KRBT, LAIUFHINEASLRGBNERERAN. ARG
A REANIE , FEIFEIRLATEEENAMAE. FAaRLRELS.

4. By AU,

S RTREAXT

1. 3t \ Container Platform,


http://localhost:4173/container_platform/zh/

EIRBAEART - Alauda Container Platform

2. EEMSAAEF |, By BHAML > BEAXT.
3. k3 ZEAXILHF , B > T

4. BRI S AL ARGA TR 5 , B EHT.

fR B AT
1. 13 )\ Container Platform,
2. FEEMISARES | B Bl > B4XT.

3. 1K2 ZEAXIEHF, B > Bk, A,
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0 Alauda Container Platform

B REIURL

B=x

EET
BRIEDIR
RS
BRIEDIR
SEHAE
paONR e
SEHT NAT PSS ECE
BRIEDIR
EHHRERER
ARIAR S
BERIRERGE
BAESIR
fLE IP

BAESTR

ER- Al

EH root fiFAERY, X ERLRIES M08 F AL E SR EAUMLES B SR,


http://localhost:4173/container_platform/zh/

I EHIML - Alauda Container Platform

1. /7]7) Container Platform,

2. EEEME AL , A7 Virtualization > Virtual Machines,
3. FREEAUMFF%EHE | > Reset Password,

4. REFH,

5. =17 Reset,

EE DOFXERELENEN. NMRBMRERE , FASX BRI TMESFME , ERTIEFR
BRI,

Eoi o

ST SSH 4R,

BIEDIR

1. if7]a) Container Platform,

2. ELEMSHTAE , Aif Virtualization > Virtual Machines,
3. FEIEMLFFERE | > Update Key,

4. YHE—AHE A KIKEER , B Create Key 82 %4,
5. SERABUNER ; ENBATEEREIWIEER.

6. =iy Update,

AT
1. 7/j|a) Container Platform,

2. IEZEMISHIAL |, A Virtualization > Virtual Machines,

3. IXEIBFrEHMLIHE ST | > Update Specifications,
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4. IRIETFE RSB E X FRERM R TIR.
5. ¥R 2 Restart Inmediately ; BeE B AEE BE4N.

6. &7 Update,

Pttt
R AHRTRBIRMEARRSN | BIRAEE L.

1. /7]a) Container Platform,

2. EEME AL , A7 Virtualization > Virtual Machines,

3. $kEIBAREMHLIF R : > Live Migration,

4. A5 Confirm,

ST NAT MK AL E

2/ NAT WS, SFEEOATT IR 22 AT SSH kS , BAHIEFR BT A MMIRA .

BRAEDIR

1. /7]a) Container Platform,

2. EEME AL , A7 Virtualization > Virtual Machines,
3. Ry EUYLEE,

4. £ Basic Information X1%, , sif5 Open Port A {HE#R.
5. W A\¥mH S IR E 2R

6. IR 2 A Restart Immediately ; BeE B AEE BEAEN.

7. &if Update,
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FMTAREE IR
1. ¥//7) Container Platform,
2. ITEZEMISHIAL |, A Virtualization > Virtual Machines,

3. iy EUPLE

4. 7£ Basic Information [X1%, , =iy Tags 2 Annotations 75Ul E#x.

5. R EALE H A Update,

RN AR S

1. /8] Container Platform,

2. ITEZEMSFIAL |, A Virtualization > Virtual Machines,

3. iy B EFR.

4. 7£ Login Information X1 , &7 Internal Route A1l &K,
5. 2% Create Service TUEITRE R EUIERIRE.

6. =7 Confirm,

ERBIERSE

SBIBZWEERBFERG I EOIE | ITEIEEXR.

IR HRMERTBIREIML RS8R PRTB SRR A RIR , BARARE

BRAEDIR

1. ij|a) Container Platform,

2. IEZEMISHIAL |, A Virtualization > Virtual Machines,

, IREIRIRE |


http://localhost:4173/container_platform/zh/configure/networking/functions/configure_service.html

I EHIML - Alauda Container Platform

3. FREEIUMIFF1%EFE | > Reinstall Operating System,
4. 1t Reinstall Operating System @G ELEL TS5,
 Provisioning Method : 4B F N B4,

o Select Image : INAEAUAHREARGRGITER. MBFERFIRIERS , Sk FEIU
PRGRIRERSE , BEFRIIREARS TREIMGG .

5. m 17 Reinstall,

BCE IP

MR BN EC (DHCP) 1P, SREBEREIRE IP , BN E R JEHT IP £3.

BRAEDIR

1. j[5) Container Platform,

2. FEAMISHA , B Virtualization > Virtual Machines,

3. $X2IBAREHMILIF R | > Configure IP,

4. icE IP Address,
o HETAIP : SBEETE IP RARRMEER , EIWNA—EFERX IP ik,
o BZ  {FANEHNE (DHCP) FREXIP , WSS HHC , FIERRRL.

5. %#¥ 24 Restart Inmediately ; FeE R EE R RAH.

6. miy Configure,
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Q Alauda Container Platform Q

ll/‘ 73 Iﬁtté.

EISTEEIMILE CPU, 17, RIS TIHEMEE . ATETEAREE , LT UECEBM
R

EMEIM R ] BT 4B s RE AR R RSTRE |, M0 S EMIE KA HI N
BT REEIKIEEIZTT.

Bk

wp

CE
e
S

W
:%

W

HB 218 KR

Il/\_j:f?

mJ T

TFEBIAXE BIUWLE FIRMERESITTENR , B85 CPU, N1E. EEFML, FHA
Virtualization > Virtual Machines , 7£EUVEIFH Monitoring Fr& T F |, AJAEFE KI5
B SKB WS i 3.


http://localhost:4173/container_platform/zh/
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CPU Utilization (%) ed Memory Usage (GB) LEep  Utilization
Mean Mean
v N 2679% 3 3.25GB
20 Max 2 Max
“ 31.87% . 3.33GB
Min Min
0 ) 0
10:15 10:30 10:45 11:00 24.38% 10:15 10:30 10:45 1:00 315GB
Disk IOPS (Times/sec) Write
1 Legend Current =
= cloudinitdisk 0 Times/sec
05
— rootfs 0 Times/sec
0
10:15 10:30 10:45 1:00
A =

Ao & &R

BREER , TAABEEREE., SZTRBIER T EEFBELITHNSR, MASEZENEH , UE
H{A AN AR =@ 4N, 3E\ Container Platform > Virtualization > Virtual Machines , 7£
BEUNESH Alerts R% T A7 Create Alert Policy STiBLE .

2 tAH
- Metric Alert : W5#3%f% A TE XHTERR , 21 Memory Usage Rate,
Alert Type - Event Alert : Wi AEHHNER , Bl EIMWIHEZE 4R SHIRER | 51

30 BackOff, Pulling, Failed,

BB ES . SEREMFENEAR, B KN SR SR ENBRE

Trigger o .

Condition HTHER | IR BAEE.
FRETIFENE , FARASHREENZALTEERERIFEE K,
- Hint : WIsXREFETARS , ENASEIm$ET | BEESENR.
20 CPU {§ RZRIE 70% 54k 3 744
- Warning : s RIF/E A BERNIEIER WSS TR | FRETLE, 50
CPU f# FAZRIT 80% HF£KL 3 404,

Alert Level

(i

- Serious : WIEXRFACHMIAD |, FJRESEBFAEERE , RINEE LS
17,

- Disaster : WIENREALERIE | SBFARFTHT. BIREX  Fla™
=,
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R - IS EDRES FRIBASERERM , FARETESES WIEA Alerts 3044,

WIREE
A Alerts FRE |, A EFERERIEIRR , B ALIE,
438 XE 18 KN SRR

(%7 1E Alerts JRETUSKITEESh , FRESIFEIAMF. BEFAARBEEEERERMARA
R, EMEXEL B R A BRI, IBAREE BICAREE R TIRE.
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Q Alauda Container Platform Q

PRI Rz REFURL

FASHFHRER RREIMIIR , FEFESBHE RREE BT & (8] , TR
VASHHESRIE | DURFs4iR,

B=x

HIIR 5T

BAEDIR

AR 51

AR FEHRLAIEF I REUNINEE | §2% Wk,

BRAEDIR

13N FaEH.
2. EEMSAAEF |, By BIMLETE > B
3. W% 7 MR ER UK EIIIE.

4. AT DARIE LR FR. P bk ak a5 AR B L UL


http://localhost:4173/container_platform/zh/

R B L EEHURL - Alauda Container Platform

5. BRI 7K §EE , AT KUV EIE U , 3R T B EHHEFIRE,
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0 Alauda Container Platform Q

SKRTERE

ACE USB TH. BB EIWLHuT% B E
ThEEMhR Overview e TR
EdzEbZ 5 A5 SR%)
EIEr2:3ax BIfE &M
RIELTE RIEHE KA e
BIELER S48 S p
THRES

YiE GPU BB MR R

AR 5SFRF

BTR 44

BRIELSIR

45 RIOF

HARIRME


http://localhost:4173/container_platform/zh/
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Q Alauda Container Platform

BlE USB THE 8

B=x

ThEEHLIA
ERHR
HHR &A1
BRAIEDIR
Fik USB &
# USB R& 7B EEHUML
BRAELER
THREZ%
R&L USB ix#&
# USB R& S ECLA REHU

ThREME R

USB (EMSITRL) HIBMREEEREB NEIMLIRIAEE USB 1%,

(EJFERZ by

FUGEITHERIML (VM) RN BAREFAEFMEEK ,

BT , TER USB W& NEN EIBEEIUL.

FESTHAN USB REALE., 1EXF


http://localhost:4173/container_platform/zh/
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AU 561

. FAIRAMAE DA v3.18,

BRAEDIR

1 K USB X%

T USB & NECA B , M4BT ResourceName ®&Fi% USB %%, TRUEE YR
& kubevirt 454 Z=[8) T HyperConverged CR (]
spec.permittedHostDevices.usbHostDevices BERHKECE.

AT E— USB X&EH/RFIELE , ResourceName 4 kubevirt.io/storage , | /& ID A
Obda , F=fh ID & 8812

spec:
permittedHostDevices:
usbHostDevices:
- resourceName: kubevirt.io/storage
selectors:
- vendor: 'Obda'
product: '8812'

| ==
USB BZ&K BAFEStmRAF e RUBIT  1susb #34%KEL. fla0 :

lsusb
Bus 001 Device 007: ID 0Obda:8812 Realtek Semiconductor Corp. RT
L8812AU 802.11a/b/g/n/ac 2T2R DB WLAN Adapter

%45 T EER USB 8% , H ID B/R /& F=5xd .

2 ¥ USB && 7 Bees UM
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WAE , FEEIMECE S , ATRARAIN spec.domain.devices.hostDevices.deviceName
K3l A E—F MM ResourceName , FFAHFIEEAMMEBFR., Big0 -

spec:
domain:
devices:
hostDevices:
- deviceName: kubevirt.io/storage
name: usb-storage
E

YRiEBCERTE R EIMLEFLE.

BAFER

TRBCE R , FEREIMLIAPIT Lsusb @€, RMEFIIE T YT RH USB & , RIFRTR
HIBREN. B0 :

lsusb
Bus 002 Device 001: ID 1d6b:0003 Linux Foundation 3.0 root hub

Bus 001 Device 002: ID 0Obda:8812 Realtek Semiconductor Corp. RTL8812AU 80
2.11a/b/g/n/ac 2T2R DB WLAN Adapter
Bus 001 Device 001: ID 1d6b:0002 Linux Foundation 2.0 root hub

THREZ

BOREHER LA USB IRZEIREIEIUML , Blansedl. RARERERRE. FIFHER—1
resourceName FHECZ /N USB &% . BCEAIEANT :

L RFEZ1 USB & #&
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spec:
permittedHostDevices:
usbHostDevices:
- resourceName: kubevirt.io/peripherals
selectors:
- vendor: 'Obda'
product: '8812'
- vendor: '062a'’
product: '4102'
- vendor: 'eo72f'
product: 'b100'

E
R TR USB R&EMIMIEER I WMENRINE] , A BRI BLA B

2 ¥ USB W& lcsa iU

spec:
domain:
devices:
hostDevices:
- deviceName: kubevirt.io/peripherals

name: local-peripherals
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Q Alauda Container Platform Q

U R0 %

B=x

Overview
ProCopy

AR SERE|

BT S

BRIESTR
12 kubevirt-operator
£ HyperConverged 324
HES KRR,
EERai%

Overview
EIWLBGT R AR A ER XS S AWLAE AT |, B — SRR S BT 55

—EYIERS . FAREIWWAR R RZETIFFRAHS KubeVirt SKEL , BIARB—F#RA
ProCopy HIFER B TRUTFS.

ProCopy

ProCopy (Tl NANFI%) E—F% MKEIWLISEA | BT TSEHE DU
&, HRERE T RS ELME. AR T


http://localhost:4173/container_platform/zh/
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1. ¥IgaM B - TR IR, IREAE RIS TR |, KPR F I IE BARE
. BT EIMIFEIETT , S NF AT RETEHE DUd A2 P s .

2. AN RENR R WBRNANFTENZIBAREN , ERERNNFIRERER
BRI, SREIHRA—RIEN , 2T L RIERERBRNNGFEEZ L.

3. ZIEFFHEDL : YRFRARFEINNRNGFREB DN , BIMlEEEE (BF 2L
), FEHGHER R AN DZIBAREM, , 7 RN CPU AR & KERSEIE
FREAML

4. WEzAT © WA B AREN LR EIETT.

A RS BR

BN S5RISRENM YR ERMERNEAECE. MREEAR—Z (Hlan CPU BISK
[) , TEATRERY.

A 2

IR AR AR KA BT DL

BRAELIR

ZhZE kubevirt-operator

FE  FRSRE SR |, 5% Deploy Operator,

1 BN FARIE,

2. EEMSIE R VAR EEIE > Operators,

3. RIT WA TREPH &8 , VIHREIFERDE Operator REEE.

4. 7£ OperatorHub Fr& T , miy KubeVirt HyperConverged Cluster Operator < F_E ]
37|
IEN
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5. IRIEFERESH , mifi BB&. F7E EHbE AN ESR Operator FIERE.

£1J7 HyperConverged 324

BRI HRIFS % Create HyperConverged Instance,

HER REFAMIL

R BEA Kube-OVN Underlay f4& ., MKELEIE S Create Subnet (Kube-OVN
Underlay Network),

1L #HN BaFaE.
2. FEAEMS A [ BEFAtE > BRI,
3. iy BIEE UL

4. 7 ERER XIignt 8% RIFELACEEN , mii Annotations TR/ [0 , BIE TR
ISR, AR MEFEEE Kube-OVN |, NITCEF AT IR,

IR BTERBRS) , FEMNERN B, BAERN 4.

a3
1B true
L kubevirt.io/allow-pod-bridge-network-live-migration

5. (RIFFRACEHMEM S, BESHRIESEMR M.

S iR
BRI WIfEF BRAZS,
VEAEES WIR{E A CephRBD R{FfEAITF S,

RZE AR R AR,


http://localhost:4173/container_platform/zh/configure/networking/functions/configure_subnet.html#kube_ovn_underlay_network
http://localhost:4173/container_platform/zh/configure/networking/functions/configure_subnet.html#kube_ovn_underlay_network
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6. il AU,

fash#aii%

EE - WK BT i, AT EsiEE.
1 #N BEFA.

2. FEAMIS IR R REHAL > R

3. Bt , BWFAR :

o IEFRPFETHHNEIAN ST > BT,
o RIPIFRFPFETHREIMNEHRENFIER , R BE > BuTH.

4. R WA, ATIEE BIWURE s KN4 BRI HE. YKER THF THETF
SR B4R 24 Migrated: The VirtualMachinelnstance migrated to node 10.1.1.1.
RYEER , RINTFERI.



UMLK E - Alauda Container Platform

Q Alauda Container Platform Q

REFULIR &

FEHRLIZ P, FIANERREHN fstab B RSUSENREERIT fsck , BIWLRTBETIALLES B
), FEXFMENT , L] AR BRUEER R RIRXH RS (rootfs) SRMAGH R ELUE.

B=x

| RSB
HRERR Gt
TEBUEFL YAML SC4F
HERA rootfs FHITHEER
RPN YAML 3L

BRAELIR

REB S
L SR | ek BEUEIR > S EHR,

2. PRI KR 0BG EE |, I IRERSLE %30 CentOS 5 Ubuntu, AR8THA
M : > SFH.

3. EHIFRFE E4dthik, AL 192.168.1.1:11443/3rdparty/vmdisks/centos:7.9 A
1,

4. B BUH,


http://localhost:4173/container_platform/zh/
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B BUETUNL YAML 3244

1. jjl7] Container Platform,

2. EEMSAAEF |, By EHML > B,

3. B BFRBENEIMIAME : > FIE , BEUN F1E 3 &FHFLE,
4. BEREIWAMN | > 5.

5. Y1 ZE YAML FHEM AT FER.,

e ff spec.template.spec.domain.devices.disks FEFIEMAUTRA. 30
bootOrder 2% AT Y% EEHUMIL IS BN B KRR L 5EZR 5 bootOrder ¥{E i/ NRIRILSERK

-
=
=lo

AE  INRJE spec.template.spec.domain.devices.disks FERFEH bootorder:
1, EIBKERME , ISRITIEH bootOrder B/NTR1E.

disks:
- bootOrder: 1
disk:
bus: virtio

name: containerdisk

BYEH YAML 7451 :
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domain:
devices:
disks:
- bootOrder: 1
disk:
bus: virtio
name: containerdisk
- disk:
bus: virtio
name: cloudinitdisk
- disk:
bus: virtio
name: rootfs
bootOrder: 10
- disk:
bus: virtio

name: "1"

o 7 spec.template.spec.volumes FEXRFEMIUATAREA.

EE OERE RIS FRENGHEMIE R TIA inage FEINSIGMbIL.

- containerDisk:
image: 192.168.1.1:11443/3rdparty/vmdisks/centos:7.9

name: containerdisk

EBURH YAML R4

volumes:
- containerDisk:
image: 192.168.1.1:11443/3rdparty/vmdisks/centos:7.9
name: containerdisk
- dataVolume:
name: k2-rootfs
name: rootfs
- dataVolume:
name: k2-1

name: "1"
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6. B FH.

EE EM YAML R | BV E K&, Bk EH RPAE.

7. B EIWAWNE > B3,

HEZRA rootfs FiH1TIEE

1 (ERREEREAEREIML , WA df -h / @<, K rootfs XAFRGEWEHR. &A]
PAGE -SSR R A 2 THES , S fsck MRS BEMBREFTHARLE.

2. SERE <A R

R EEFMIL YAML 324+

SRR TS EEIL YAML SCEF OS8R | S HIAL YAML SRR 2 BUATRAS , IR SR SrA
% 3.
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Q Alauda Container Platform Q

REFURI 5o %

REFM SuiE BISEE—HFE N A R AU EBULANEIAS, ST WL AL 2 IR B BTA L
. BERG. MARFANEE.

B=x

HIIR 5T
BAEDIR
HRERME
BRI BN TR EIUN

A 2

o RAERBIWTETNRE , HAE MIRERSHFIRBINRERTFAESE, EIWURIB R EZ ALK
YEPRES , TRATEREEINGIERDR B E 2B B .

o FEAPITHARN T R LR jq 8. jq 82— " RERKMNGLSIT ISON LMET R |, BTt
F4LIE JSON 23R,

BRAELDIR

R UT R R BT SR B £ m BT

1. ¥TFF CLI T H,


http://localhost:4173/container_platform/zh/
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2. PITA T an S 832 FHFTH vm-clone.sh 4.

vi vm-clone.sh

3.1&% i FKATRAESIZ] vm-clone.sh X,
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#!/bin/bash

vim_clone() {
NAMESPACE=$1
VM_NAME=$2
VM_CLONE_NAME=$3

cat <<EOF | kubectl create -f -

kind: VirtualMachineClone

apiVersion: clone.kubevirt.io/vilalphal

metadata:
name: clone-$VM_NAME
namespace: $NAMESPACE
spec:
source:
apiGroup: kubevirt.io
kind: VirtualMachine
name: $VM_NAME
target:
apiGroup: kubevirt.io
kind: VirtualMachine
name: $VM_CLONE_NAME
labelFilters:

nmxn

"lovn.kubernetes.io/*"

annotationFilters:

nmxn

"lovn.kubernetes.io/*"

template:
labelFilters:
m%xn
"lovn.kubernetes.

annotationFilters:

mxn

"lovn.kubernetes.
EOF

if [ $? -eq 0 ]; then
echo "Create vmclone

else
echo "Create vmclone
exit 1

fi

io/*ll

io/*ll

resource Succeeded"

resource failed"
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echo "Waiting for vm clone completion"
while true; do
phase=$(kubectl -n $NAMESPACE get vmclone clone-$VM_NAME -0 jsonpat
h='{.status.phase}"')

if [ "$phase" == "Succeeded" ]; then
break

elif [ "$phase" == "Failed" ]; then
echo "VirtualMachineClone resource phase is Failed"
exit 1

fi

sleep 5

done

echo "vm clone completion"

dvList=$(kubectl -n $NAMESPACE get vm $VM_CLONE_NAME -0 jsonpath='{.s
pec.template.spec.volumes}' | jg . | grep restore- | grep name | awk
"{print $2}')

for dv in $dvList; do
kubectl -n $NAMESPACE label --overwrite dv $(echo $dv | sed 's/"//
g') vm.cpaas.io/used-by=$VM_CLONE_NAME
if [ $? -ne 0 ], then
echo "update DV label failed"
exit 1
fi

done

pvcList=$(kubectl -n $NAMESPACE get vm $VM_CLONE_NAME -0 jsonpath='{.
spec.template.spec.volumes}' | jq . | grep restore- | grep claimName |
awk '{print $23}')

for pvc in $pvclList; do
kubectl -n $NAMESPACE label --overwrite pvc $(echo $pvc | sed
's/"//9') vm.cpaas.io/used-by=$VM_CLONE_NAME
if [ $? -ne 0 ]; then
echo "update PVC label failed"
exit 1
fi
done

if [ $# -ne 3 ]; then

echo "error: parameters error"
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echo "Usage: ./vm-clone.sh NAMESPACE VM_NAME VM_CLONE_NAME"
exit 1
fi

# exec vm clone
Vm_C‘LOne ll$1ll II$2I| ll$3ll

4. 4R shift+:wq {REFEXHE.

5. BITRA T 542k vm-clone.sh SCHZRMNBITIR .

chmod +x vm-clone.sh

6. PUTIA T an Sz THIASC 4. {#clone}

./vm-clone.sh <NAMESPACE> <VM_NAME> <VM_CLONE_NAME>

SR ¢

« NAMESPACE : F5 € R s EULATER ar & =5 (8] , Bt <NAMESPACE> #393 A1i%
LRSI

e VM_NAME : JEE RuEMEIMLEFR , B <VM_NAME> F353 A% & K.

e VM_CLONE_NAME : $53F 7% BIMILE B IR , i <VM_CLONE_NAME> 9 A% 42
R

7. GHIIN T RAMEER , FRTETA.

virtualmachineclone.clone.kubevirt.io/clone-k1l created
Create vmclone resource Succeeded

Waiting for vm clone completion

vm clone completion

datavolume.cdi.kubevirt.io/restore-e8ff0e7b-dc7e-4140-aec7-8556cfcf4533
-rootfs labeled

datavolume.cdi.kubevirt.io/restore-e8ff0e7b-dc7e-4140-aec7-8556cfcf4533
-1 labeled
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PR ESEE

BRF RN SR A EEAUL

L BN PR,

2. FEEMSGHALEE EIEIE > IS

3. RBMEETHIA SR PR ARSI B | SRECEMAERARES h BARLE.
4. REHEIIATK , REHBHERBT APNEMEHET.

5. iy JB3h , BIA] A S sh UL
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Q Alauda Container Platform Q

HiE GPU BB IE AR

REHUMIE GPU EIB B EEIMMIRET | K SRIRMEEANESTT (GPU) HEiRNHEA BN
WL, (EHAES EHORAMFIRYIE GPU , WIMIXAZAE U k15 STEMIE - EHE{ TR
FEIEMRE , B R EMEE GRS RAMERERI , M BIAMERE.

Bk

R SIR
[i0E7: 353
Chart R G HE®
FF /2 IOMMU
BRAELIR
Pl s & = [A)
B2 gpu-operator
ACE Kubevirt
LERIUE
MR
iR EIE GPU BB
¥ GPU AHXECE M KubeVirt BLE ik

{ENZEX gpu-operator

A RS ER


http://localhost:4173/container_platform/zh/
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I8 GPU EIBThEEE{# A kubevirt-gpu-device-plugin , BB 3T&BERT ARM64 CPU 4244
B kubevirt-gpu-device-plugin $5#% , RILITIATE ARM64 Z2MEERIE RS (£ AL ThEE.

AU 561

Chart X5 1BHER

FEU TR Chart 245G IF HERZSEBGGES , AL build-harbor.example.cn B FEHE
FBIFHITNE , AR Chart RBEBHRIREA B ARMERA R,

Chart
¢ build-harbor.example.cn/example/chart-gpu-operator:v23 .9.1

5

¢ build-harbor.example.cn/3rdparty/nvidia/gpu-operator:v23 .9.0

build-harbor.example.cn/3rdparty/nvidia/cloud-native/gpu-operator-validator:v23 .9.0

build-harbor.example.cn/3rdparty/nvidia/cuda:12 .3.1-base-ubi8

build-harbor.example.cn/3rdparty/nvidia/kubevirt-gpu-device-plugin:vl .2.4

build-harbor.example.cn/3rdparty/nvidia/nfd/node-feature-discovery:v0 .14.2

/2 IOMMU

EAREIRERZFFE IOMMU HIREAF X R , {55 ST NIRIERSIRY , 2L CentOS
FBIFHITNE |, A S ER IR IIT.

1. Yg48 /etc/default/grub {4 , /£ GRUB_CMDLINE_LINUX ACEIRIEN

intel_iommu=on iommu=pt ,

GRUB_CMDLINE_LINUX="crashkernel=auto rd.lvm.lv=centos/root rhgb quiet i

ntel_iommu=on iommu=pt"

2. PUT PR G SAER grub.cfg 4.
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grub2-mkconfig -o /boot/grub2/grub.cfg

3. EFEHIRE AR,

4. PUT TR 4SHA IOMMU Z2EF BTN, ARIBEEFEB/R 10MMU enabled , NIFRIRFF
JEREh.

dmesg | grep -i iommu

BAEDIR

EE  TRABGSMTTHRIA GBI B N &R Master 7 LK) CLI TAFHAT,

B dn & =5[H]

PIT T RS BIZLZFRA gpu-system HRpLZTE) , ZHHEIL namespace/gpu-system
created [EIB{EENFRRECIETN.

kubectl create ns gpu-system

= gpu-operator

1. T TR SHBZE gpu-operator,
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export REGISTRY=<registry> # ¥ <registry> ZBHE#al gpu-operator 4E&AT
TEREFEHENE, 520 © export REGISTRY=build-harbor.example.cn

cat <<EOF | kubectl create -f -
apiVersion: operator.alauda.io/vlalphal
kind: AppRelease
metadata:
annotations:
auto-recycle: "true"
interval-sync: "true"
name: gpu-operator
namespace: gpu-system
spec:
destination:
cluster: ""
namespace: "gpu-operator"
source:
charts:
- name: <chartName> # FE{FFSKIRM chart F&12%E# <chartName> B4, 4l
20 : name = example/chart-gpu-operator
releaseName: gpu-operator
targetRevision: v23.9.1
repoURL: $REGISTRY
timeout: 120
values:
global:
registry:
address: $REGISTRY
nfd:
enabled: true
sandboxWorkloads:
enabled: true
defaultWorkload: "vm-passthrough"
EOF

2. PIT T R4S HE gpu-operator B EE[FE , & SYNC BIRA Synced F[REFEE.

kubectl -n gpu-system get apprelease gpu-operator

EREE



wiE GPU BB IE % - Alauda Container Platform

NAME SYNC HEALTH MESSAGE UPDATE AGE
gpu-operator Synced Ready chart synced 28s 32s

3. PUT P RGSHEUFTBE T B , FHHKE| GPU TTRBK,

kubectl get nodes -o wide

4. PUT TR G4SEE GPU TREBESATEHIBEK GPU , ZLBEE+HHINZMT
nvidia.com/GK210GL TESLA K80 [ GPU {58 , NIFR/REFJEHEMK GPU,

kubectl get node <gpu-node-name> -0 jsonpath='{.status.allocatable}' #

FRALIR 3 FHREEIN GPU TTREFEM <gpu-node-name> Fi4
EIREE :

{"cpu":"39", "devices.kubevirt.io/kvm":"1k", "devices.kubevirt.io/tun":"1
k", "devices.kubevirt.io/vhost-net":"1k", "ephemeral-storage":"4265627841
65", "hugepages-1Gi":"0", "hugepages-2Mi":"0", "memory" :"122915848Ki", "nvi
dia.com/GK210GL_TESLA_K80":"8", "pods":"256"}

5. Z i, gpu-operator B2 INERE.

AlE Kubevirt

1. 4T F iR 454 FF /2 DisableMDEVConfiguration 45t |, IR [@1241B\
hyperconverged.hco.kubevirt.io/kubevirt-hyperconverged patched HEE{EE. ,

WZRIRIFEREN.

kubectl patch hco kubevirt-hyperconverged -n kubevirt --type='json' -p
='[{"op": "add", "path": "/spec/featureGates/disableMDevConfiguration",

"value": true }]'

2. 7£ GPU T &G AT Fikep4 , #kEX pciDeviceSelector, EIR{EEH A 10de:102d
ER4yBED A4 peiDeviceSelector f{H, {#pciDeviceSelector}
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lspci -nn | grep -i nvidia

EREE

04:00.0 3D controller [0302]: NVIDIA Corporation GK210GL [Tesla K80] [1
0de:102d] (rev al)
05:00.0 3D controller [0302]: NVIDIA Corporation GK210GL [Tesla K80] [1
0de:102d] (rev al)
08:00.0 3D controller [0302]: NVIDIA Corporation GK210GL [Tesla K80] [1
0de:102d] (rev al)
09:00.0 3D controller [0302]: NVIDIA Corporation GK210GL [Tesla K80] [1
0de:102d] (rev al)
85:00.0 3D controller [0302]: NVIDIA Corporation GK210GL [Tesla K80] [1
0de:102d] (rev al)
86:00.0 3D controller [0302]: NVIDIA Corporation GK210GL [Tesla K80] [1
0de:102d] (rev al)
89:00.0 3D controller [0302]: NVIDIA Corporation GK210GL [Tesla K80] [1
0de:102d] (rev al)
8a:00.0 3D controller [0302]: NVIDIA Corporation GK210GL [Tesla K80] [1
0de:102d] (rev al)

3. PIT PR @RI E T RAFK , FHIKE| GPU T REFR.

kubectl get nodes -o wide

4. PUT TR SFKEX resourceName, [EE{EEFH nvidia.com/GK210GL_TESLA_K80 Hp4>
B4 resourceName H1E.

kubectl get node <gpu-node-name> -0 jsonpath='{.status.allocatable}' #
EALER 3 FHEEIN GPU TTRAFEH <gpu-node-name> #i5y

ER2EE :

{"cpu":"39", "devices.kubevirt.io/kvm":"1k", "devices.kubevirt.io/tun":"1
k", "devices.kubevirt.io/vhost-net":"1k", "ephemeral-storage":"4265627841
65", "hugepages-1Gi":"0", "hugepages-2Mi":"0", "memory" :"122915848Ki", "nvi
dia.com/GK210GL_TESLA_K80":"8", "pods":"256"}
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5. T PR S RINEIR GPU,

EE  {FH H1F 2 PEREUK peiDeviceSelector HE# T ik 654 H <pci-devices-id> 4>
i}, pciDeviceSelector FH] I RN F L HEEHIMAKRE. Bian : HEEIK
pciDeviceSelector fR{EX 10de:102d , NI EH# A export DEVICE=10DE:102D ,

o AMELR GPU K

export DEVICE=<pci-devices-id> # {#f$IE 2 $IKEM pciDeviceSelector
B <pci-devices-id> 4y, 40 : export DEVICE=10DE:102D

export RESOURCE=<resource-name> # {FH#$IF 4 3B resourceName i
<resource-name> {4y, 40 : export RESOURCE=nvidia.com/GK210GL_TESLA_K8
0

kubectl patch hco kubevirt-hyperconverged -n kubevirt --type='json' -

p='
[
{
"op": "add",
"path": "/spec/permittedHostDevices",
"value": {
"pciHostDevices": [
{
"externalResourceProvider": true,
"pciDeviceSelector": "'"$DEVICE"'",
"resourceName": "'"$RESOURCE"'"
}
1
}
}
1

o AIMZR GPU K

EE D IRINZ I GPU REF , &Nk <pci-devices-id> ] pciDeviceSelector {B 50
MR,
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export DEVICEl=<pci-devices-idl> # £ ¥K 2 FHEH pciDeviceSelecto
r it <pci-devices-idi1> {4

export RESOURCEl=<resource-namel> # {#f#51E 4 HiHEUHK resourceName #
# <resource-namel> F4

export DEVICE2=<pci-devices-id2> # (4% 2 HHEUK pciDeviceSelecto
r i <pci-devices-id2> F[4H

export RESOURCE2=<resource-name2> # {FHALSE 4 F3REUKY resourceName #

# <resource-name2> I4H

kubectl patch hco kubevirt-hyperconverged -n kubevirt --type='json' -

p='
[
{
"op": "add",
"path": "/spec/permittedHostDevices",
"value": {
"pciHostDevices": [
{
"externalResourceProvider": true,
"pciDeviceSelector": "'"$DEVICE"'",
"resourceName": "'"$RESOURCE"'"
3
{
"externalResourceProvider": true,
"pcibeviceSelector": "'"$DEVICE2"'",
"resourceName": "'"$RESOURCE2"'"
}
]
}
}
Ik

o BRI GPU K , BIRIANFK GPU £



wiE GPU BB IE % - Alauda Container Platform

export DEVICE=<pci-devices-id> # {FF$E 2 T3 pciDeviceSelector
B <pci-devices-id> 4y

export RESOURCE=<resource-name> # {FH#$IE 4 $IKEHK resourceName i
<resource-name> I}4H

export INDEX=<index> # index EM 0 FFARMARS, [FHAMSEHR <index>

BBoYe fiEN : BELHME— GPU K, IMEZEME— GPU K, A index XA 1,
Bl export INDEX=1

kubectl patch hco kubevirt-hyperconverged -n kubevirt --type='json' -

p='
[
{
"op": "add",
"path": "/spec/permittedHostDevices/pciHostDevices/'"${INDEX}""",
"value": {
"externalResourceProvider": true,
"pciDeviceSelector": "'"$DEVICE"'",
"resourceName": "'"$RESOURCE"'"
¥
¥
1

SERUE

ERIPFRECETAGE  AEAE B REBERRIX IR GPU , RIZRRYIE GPU HiEH
HREEHER T,

FE  ATECEYIE GPU HIE |, iR SHERIIRE.
1. 3t \ Container Platform,

2. EEMSHAZF , Bty U > UL,

3. Al AU UM

4. L E REHUN #32 GPU (Alpha) Z¥k.
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e 1taA
YE GPU TR ALE YR GPU ELS | (VR[S ML BC—ak R
(Alpha) GPU.,

5. 21t , ¥E GPU HEIBIE DL LT,

PPN

ks EIE GPU BRI,
1. ¥ )\ Container Platform,
2. EEEMSAAEF | BB iU > B,

3. fEY IR A TR MR EIMLA MK : > Bk , SEAE FEMEREEUN L RIS
EERE , B 3F > BR.

4. WMAMAMEE. , BEREIE GPU BRI

¥ GPU M EECE M KubeVirt L& i

1. 72 GPU XY AOEE R Master T L, 8/ CLI TRPUT TR 44 , ¥ GPU HXECEM
KubeVirt Bt &+ #lx.

kubectl patch hco kubevirt-hyperconverged -n kubevirt --type='json' -p
='[{"op": "remove", "path": "/spec/permittedHostDevices"}]'

2. % f5 , 1B1T Container Platform S EBIUMES , ToIZEFEST N HYIE GPU FU1S | NIFRIR
BisRAEZh , BASIE EBIMWINEIRESE YR GPU 115,

ENZL, gpu-operator

1. 7£ GPU XNV A& RE Master TT & L, (/A CLI TEBHIT Fikds4 |, #12k gpu-operator,
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kubectl -n gpu-system delete apprelease gpu-operator

EREE

apprelease.operator.alauda.io "gpu-operator" deleted

2. TS, HHISMUTREB(EE , RFRIR gpu-operator EEIERAIN.

kubectl -n gpu-system get apprelease gpu-operator

ER2EE :

Error from server (NotFound): appreleases.operator.alauda.io "gpu-opera

tor" not found
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Q Alauda Container Platform

) AL

KEAUALTY RUES <AL T Pod 1Ei
DS
A
HRRTTI%


http://localhost:4173/container_platform/zh/

AU SRIEH AL T Pod IR K7 E BHIIKE [ - Alauda Container Platform

Q Alauda Container Platform Q

REFURILT RAER XA T H) Pod 178 K 5% Bl
VKR [R5l

H=x

| s
FESHT
#RRTT %
IE3% XU T HRZIML Pods 1T

FEENKE

ruE IE% KL IEE FFE B, B THEXT R LRI Pods £~ < B3hTgE Hitbig

Sy

FEETIFRAM KubeVirt ST BIMIUARRFTR. 4RI , M KubeVirt ) ERE , TTiEX
73 IR SKIREHIE R T MBS AR A SEAER R Y. ARMX D BB E
HMT R, AJRe SR — BN Z A KB E I 7F7E.


http://localhost:4173/container_platform/zh/

BT B IEE XML T W Pod 172 B 5% BALVKE A - Alauda Container Platform
fRRFIE

AP I RIS, FERIBHSOEATFEHRIE, §I% 2% XA M 7% B S0
BT BIRE B %S R UL Pods.

FE  TRGASYTEEXT N ERK Master 1 = LT,

IEH KA FEFMIL Pods 1375

1. f£ CLI TAF , fIT TR GLSHEIMT 58, HF , BEEEFH Nnave FEERDA Node-

Name .
kubectl get nodes
EIREE :

NAME STATUS ROLES AGE VERSION
1.1.1.211 Ready control-plane, master 99d v1.28.8

2. (FiE) BT FRaGSEET R T REILSRA).

kubectl get vmis --all-namespaces -0 wide | grep <Node-Name>

EREE

test-test vm-t-export-clone 13d Running 1.1.1.1 1.
1.1.211  True False

3. IEH KXHAET , BT PR dy SIKEF RN R LT ML Pods , AR TRIZES.
NFIRERNKE
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kubectl drain <Node-Name> --delete-local-data --ignore-daemonsets=true

--force --pod-selector=kubevirt.io=virt-launcher

EREE

Flag --delete-local-data has been deprecated, This option is deprecated
and will be deleted. Use --delete-emptydir-data.

node/1.1.1.211 cordoned

evicting pod test-test/virt-launcher-vm-t-export-clone-hmnkk
pod/virt-launcher-vm-t-export-clone-hmnkk evicted

node/1.1.1.211 drained

4. FHA EMWERMT R EEsE , B RkH.

5. MRXHNFEFIFERG , PUT PRG-I RAMC AT RE,

kubectl uncordon <Node-Name>

EREE :
node/1.1.1.211 uncordoned

6. 2t , AT REMEREEIMRBIEIBEHMBETR , AT RERAS AN Pods I
E.

FEEIRE

1. 7 CLI TR , PITFRAGLSHFIN REE. HY , BE2EEFH nave FERRIA Node-

Name .

kubectl get nodes

EREE
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NAME STATUS ROLES AGE VERSION
1.1.1.211 Ready control-plane, master 99d v1.28.8

2. PUT TR, IBBIMERAT R_ERIETR UL Pods.

kubectl get po -A -1 kubevirt.io=virt-launcher -o wide | grep <Node-Nam
e> | awk '{print "kubectl delete pod --force -n " $1, $2}' | bash

3. PUT TR S MIERZTT S _Ef volume attachments,

kubectl get volumeattachments.storage.k8s.io | grep <Node-Name> | awk

"{print $1}' | xargs kubectl delete volumeattachments.storage.k8s.io

4. PITTRGLEMFE BT R LR BFEABIFE kubevirtio=virt-api (] Pods,

kubectl -n kubevirt get po -1 kubevirt.io=virt-api -o wide | grep <Node

-Name>

FHEFENPIT T ar SR Pods,

kubectl -n kubevirt get po -1 kubevirt.io=virt-api -o name | xargs kube
ctl -n kubevirt delete --force --grace-period=0

5. BT FRGSEFE BT R LR BEEEAIRE kubevirt.io=virt-controller ] Pods,

kubectl -n kubevirt get po -1 kubevirt.io=virt-controller -o wide | gre
p <Node-Name>

AFENDIT Nk £ Mk Pods.,

kubectl -n kubevirt get po -1 kubevirt.io=virt-controller -o name | xar

gs kubectl -n kubevirt delete --force --grace-period=0
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6. 2t , TREFENG , EIWKAE IS EHAMRET A,



cannot migrate VMI
which does not use
masquerade, bridge
with <annotation> VM
annotation or a
migratable plugin to
connect to the pod
network

e cannot migrate VMI:
Unable to determine
if PVC <pvc name>
is shared, live
migration requires
that all PVCs must
be shared (using
ReadWriteMany

access mode)

e cannot migrate VMI:
PVC <pvc name> is
not shared, live
migration requires
that all PVCs must

be shared (using

EEFARILAY
ML ACE
AHF
T,

REFAILAA
Pt et
AxFF%
TRES

(RWX)
V(A4
.

RFZE - Alauda Container Platform

fRIRFTR

FRXAEEINTECE

o KB UFTERHE M CNI MKIHY |, #HFEH
Kube-OVN,

o KBRS YAML ST ]
metadata.annotations
spec.template.metadata.annotations $E§k
F 2 B7FFE "kubevirt.io/allow-pod-bridge-
network-live-migration": "true" {55 , &4~

HFERFhRM.

HAMNAE G R A STHFHEMAI XS4, RGBSR
Bl EIMFERSHF S T RIEE (RWX) H7FE
KA | LR CephRBD 3R1xfiE ; HEMAZ R
WARFFAER |, BERARMRA AL,


http://localhost:4173/container_platform/zh/
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Hx(EE xR fRIRFT R

ReadWriteMany

access mode)

e cannot migrate VMI:
Backend storage

PVC is not RWX

e cannot migrate VMI
with non-shared

HostDisk

EEFURNA
HABFREE R HIXARMARA DAL,

*ga
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Q Alauda Container Platform Q

I

ACP Virtualization With KubeVirt 5 Kube-OVN #1778 EER , BINY B T XEZ 2T
(VM) MILEESKISZFF , FHUAH T = a0tERE.

B=x

S

S
o IPV6 iF
TR IPV6 HF,
o F5 IP {REA
R ERWEE B EREARN P it |, FEE5ERWLEE R,
o ZMEEAEIHF

L TGRS, NS FMLEF] SR-I0V , Pl AR 7R M FEK,


http://localhost:4173/container_platform/zh/
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http://localhost:4173/container_platform/zh/
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0 Alauda Container Platform

Ao & P25

B=x

A& IP
B 1P EHGERE UL
ARINPER S R

BCE IP

£ fLE IP

BT IP B HERER UM,

5% £ Kube-OVN Underlay #7358 /X%

AN NPT

S RINPTEREE


http://localhost:4173/container_platform/zh/configure/networking/how_to/kubeovn_underlay_py.html
http://localhost:4173/container_platform/zh/
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Q Alauda Container Platform

SKRTERE

BT P28 SR SRELEE UL 2% 75>F B SR-IOV

BAELIR A&

LERIGUE A RS FR
B SRAF
BRIEDR
LEREUE

AR UEA

A E KA

[k 353
BAEDIR
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18 3 R 288 SRt SREL R F UM P 2815 SK A% )

FAETFTFIRAH KubeVirt SSENREIMILA R , T KubeVirt SKFR_EIZ4T1E Pods F , {# ML
RE& (Network Policy) BIThBE , A]RASRILST ULt & sk Bda 51,

B=x

| RSB
ZLRIUE
HIR— : QR AVFT B IRE BT ML SR
HIRT - FHRILEKRE |, 3§ www.example.com ME & 8Kk

HRAIEDIR

1. 3t \ Container Platform,

2. EEMSAAEF |, By MLK > PILKRRK.
3. Bl BRI SRR .

A IRFBEHEWN TS,


http://localhost:4173/container_platform/zh/
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VA

WWHAS  mRBEFEMTREAN , BNEMTRARER 28,
PREEESRRS  IRIEARZEDLAD Pods,

AN @ SMERARIRE) Pod HESK .

o ik : F Pod RIXBISNIBEIESK , BB LEEMLEREN SNt AT DLk
[z

&4 TCP 5k UDP #1¥,

EE
o FERRFUN A E IR ESRIMNBAR S BT , BT DNS #MUERIZE UDP 1Y,
HEER UDP MYXB &84,

o« RAMEAZIFACE ICMP MY , YFEALEMNGE , 22H ICMP MY , &
BT iEAT Ping 1.

18

B

By O AR E A AR 3, BRETHIR , MBGARVFFTA R A RKRE

flt

E‘_:.‘:

EE A FEKIE UDP 1 TCP MY 1053, 53 BINmE , PAFtiF DNS =
Bk AR IHARATE R

BEAVFRIBTIRSEEY, AEmESE  TTRAN. wETE. IPE.

LmimZET A IP B B, BHEER IP M & BN (RIZZ1EHR) . YmATER
n 1P/32 BN IP BFE]ARSRREEAS IP,

IR HAMGHFRA P, EREERE N P, ATAEA®S curl -vw <
4> FEREL.
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5. Bl AU,

SERYSUE

AR PAE B EEUMLAR) www.example.com 7 AL TRAE,

HIR— ¢ B EAUNA AV BT R TR B8 I F R 4% SR
L QIEERENL, , RARRIRSIEEE QIR .

2. FEEIMWLATERN 2 T EECE MLE KB , A0 TCP & UDP #MXHIE & S8R | BcE S50
T

o TCP MBI & H :

2 Yt

KEEAR Ve TTEAN.

Bt EH S Wt 288,

F318] We¥ thuk.

1 ¥4% TCP.

2R WeE IP BY,

T HiN 0.0.0.0/0 , FRRAFFTBIMEL Y,

o UDP WX HIE £ S NN :

e WiBA
i1 WeE ik,

X &4 UDP,


http://www.example.com/
http://www.example.com/
http://www.example.com/
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SH 1EA
TRy W IP B
T i 0.0.0.0/0 , FRINFFFTBIMEH LY,

3. MK RRE AR TR , BREIUN, , FEEIMNFHIT TR H41EK www.example.com 7,

curl www.example.com
4. 35K H.

FHIR_ - EHMEREE , B www.example.com ” NEBZBX
75

1. YT PR 43S FKE www.example.com 7 B IP #idik , RIS E) IP #bhikA 93.184.215.14,

curl -vvv www.example.com

2. AT SR — PARIMNKRER , EHS B T ¢

4 ks
HFR £ TCP ¥FXHIB & S MNF |, HffminS ¥ +HIHE 93.184.215.14/32 , F&/-K IP
T btk 93.184.215.14 NE & Bah7% 4.

3. LSRR ER TG , ERE, , FEREIMLFHIT TR 35K www.example.com 7,

curl www.example.com

4. 5KEBN | AR AR


http://www.example.com/
http://www.example.com/
http://www.example.com/
http://www.example.com/
http://www.example.com/
http://www.example.com/
http://www.example.com/
http://www.example.com/
http://www.example.com/
http://www.example.com/
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AR
CentOS B ANZSHECE

ANE

A5 E X

Multus )

NI YERE A CNI FEHAIF I |, {F Kubernetes X#F Pod Z M,

SR.IOV AR S _EHIR NIC BHTREMY , IR HZA VF 4 Pod SRS |
TR E RIS MERE.

VE MR PCIER AR EINEE ; VF I ABEENBCA RIS A ZS |, ZHIRLH

YR PCI &% , BERT /0 e,

A R SBRS

SR-I0OV ThEKH glibc , {33 glibe 2.34 KA ERRA. {B Kylin V10 1 CentOS 7.x #{EZR S
HAZFRZIRA , FHXPMRIER G ETTAER SR-I0V ThEE.

AR 51

IKELPAF charts Fl4E(& 3+ _EEZREEGCE. ARG ERDE build-harbor.example.cn
JB, BAEREX charts FIEHGIA IR A XA SR,

Chart

e build-harbor.example.cn/example/chart-sriov-network-operator:v3.15.0

CAts



daemon:4.13

e build-harbor.

e build-harbor

e build-harbor.

e build-harbor

e Dbuild-harbor.

BRAIEDIR

build-harbor.

build-harbor.

build-harbor.

example.

example.

example.
example.
.example.
example.
.example.

example.

fii & SR-10V - Alauda Container Platform
cn/3rdparty/sriov/sriov-network-operator:4.13

cn/3rdparty/sriov/sriov-network-operator-config-

cn/3rdparty/sriov/sriov-cni:4.13
cn/3rdparty/sriov/ib-sriov-cni:4.13
cn/3rdparty/sriov/sriov-network-device-plugin:4.13
cn/3rdparty/sriov/network-resources-injector:4.13
cn/3rdparty/sriov/sriov-network-operator-webhook:4.13

cn/3rdparty/kubectl:v3.15.1

EE  LTIAE S HELRIGHIIT.
1 7£%3E4), BIOS 2 SR-IOV

ACERT , (FRUTHSEREREE.

dmidecode -t 1

Getting SMBIOS data from sysfs.
SMBIOS 2.7 present.

Handle 0x0100, DMI type 1, 27 bytes

System Information

Product Name:

PowerEdge R620

Version: Not Specified
Serial Number: 7SJINF62
UUID: 4c4c4544-0053-4al10-804e-b7c04f463632

Wake-up Type:

Power Switch

SKU Number: SKU=NotProvided;ModelName=PowerEdge R620

Family: Not Specified

BIOS # 3 SR-I0V KiRERRS 23 BARMS , BESEX N mxty. —E%am

T
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1. BEERE .
2. BIOS POST #jj8)F & E/~dnhg Logo B |, 3% F2 St A RGIRE.

3. miifi Processor Settings > Virtualization Technology , % Virtualization

Technology X &4 Enabled ,

4. i Settings > Integrated devices , ¥ SR-IOV Global Enable %5 4

Enabled .

5. REFEEIERRF .

2 J2F IoMMU

JEH IOMMU HMERIRIERGART S | 1§ S E N VIRIERGIA. A CentOS
pai/l

1. Yg%E /etc/default/grub {4 , /£ GRUB_CMDLINE_LINUX ECEIRA RN

intel_iommu=on iommu=pt ,

GRUB_CMDLINE_LINUX="crashkernel=auto rd.lvm.lv=centos/root rhgb qu

iet intel_iommu=on iommu=pt"

2. PUTAFan &4 grub.cfg Xt

grub2-mkconfig -o /boot/grub2/grub.cfg

3. ERRS .

4. PATUA T a4, B AE 10MMU enabled , RINBAMZN.

dmesg | grep -i iommu

3 FERLGENIZINEL VFIO FEiL

1. PUTRL T 4 n#k viio-pei 4k,
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modprobe vfio-pci

2. MEFPITIA T < , FREER B/RECE(EE , W VFIO AR N,

lsmod | grep vfio

vfio_pci 41993 0

vfio_iommu_typel 22440 0

vfio 32657 2 vfio_iommu_typel, vfio_pci
irqbypass 13503 2 kvm, vfio_pc

cat /lib/modules/$(uname -r)/modules.builtin | grep vfio
kernel/drivers/vfio/vfio.ko
kernel/drivers/vfio/vfio_virqfd.ko
kernel/drivers/vfio/vfio_iommu_typel. ko
kernel/drivers/vfio/pci/vfio-pci-core.ko

kernel/drivers/vfio/pci/vfio-pci.ko

4B VFR&

1 PITA T ar S BER L RISIFH VF /&

find /sys -name *vfs*
/sys/devices/pcif000:00/0000:00:03.0/0000:05:00.1/sriov_totalvfs
/sys/devices/pcio000:00/0000:00:03.0/0000:05:00.1/sriov_numvfs

/sys/devices/pcif000:00/0000:00:03.0/0000:05:00.0/sriov_totalvfs
/sys/devices/pcio000:00/0000:00:03.0/0000:05:00.0/sriov_numvfs

{5 Rt -
e 0000:05:00 .1 : SR-IOV #F# NIC enp5s0fl g PCI it
e 0000:05:00 .0 : SR-IOV #F# NIC enp5s0f0 g PCI it

e sriov_totalvfs : X3 VF ¥i&E.
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e sriov_numvfs : 4F] VF =,

2. JITA T 6 S EBYIENA NIC (5.

ifconfig

enp5s0f0: flags=4163<UP, BROADCAST, RUNNING, MULTICAST> mtu 1500

inet 192.168.66.213 netmask 255.255.255.0 broadcast 192.
168.66.255

inet6 1066::192:168:66:213 prefixlen 112 scopeid 0x0<glo
bal>

inet6 fe80::a236:9fff:fe29:6c00 prefixlen 64 scopeid Ox2
0<link>

ether a0:36:9f:29:6¢c:00 txqueuelen 1000 (Ethernet)

RX packets 13889 bytes 1075801 (1.0 MB)

RX errors @ dropped 1603 overruns @ frame 0

TX packets 5057 bytes 440807 (440.8 KB)

TX errors O dropped 0@ overruns @ carrier © collisions O

enp5s0fl: flags=4163<UP, BROADCAST, RUNNING, MULTICAST> mtu 1500

inet6 fe80::a236:9fff:fe29:6c02 prefixlen 64 scopeid Ox2
0<link>

ether a0:36:97:29:6c:02 txqueuelen 1000 (Ethernet)

RX packets 1714 bytes 227506 (227.5 KB)

RX errors @ dropped 1604 overruns @ frame 0

TX packets 70 bytes 19241 (19.2 KB)

TX errors O dropped 0 overruns @ carrier © collisions 0

3. PYTE4 ethtool -i <NIC &#r> FREXXTNAEE NIC | PCI ik |, 240 F Fizs.
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ethtool -i enp5s0fo

driver: ixgbe

version: 5.15.0-76-generic

firmware-version: 0x8000030d, 14.5.8
expansion-rom-version:

bus-info: 0000:05:00.0 ## enp5s0fO NIC f PCI bt
supports-statistics: yes

supports-test: yes

supports-eeprom-access: yes

supports-register-dump: yes

supports-priv-flags: yes

ethtool -i enp5s0fil

driver: ixgbe

version: 5.15.0-76-generic
firmware-version: 0x8000030d, 14.5.8
expansion-rom-version:

bus-info: 0000:05:00.1 ## enp5s0fl NIC f PCI bt
supports-statistics: yes
supports-test: yes
supports-eeprom-access: yes
supports-register-dump: yes
supports-priv-flags: yes

4. PATRA T an S0 VR, AEUECE enp5s0fl NIC ffl , FEHEMUZ A NIC , &

2HECE.

cat /sys/devices/pcif000:00/0000:00:03.0/0000:05:00.1/sriov_totalv
fs ## BEIFH VF BE
63

echo 8 > /sys/devices/pci0000:00/0000:00:03.0/0000:05:00.1/sriov_n
umvfs ## REYET VF =

cat /sys/devices/pcif000:00/0000:00:03.0/0000:05:00.1/sriov_numvfs

## BEYH VF HE
8

5. BUTA T 44 7E VF 2 BRI KT,
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AR TERIECEN 8 4N VR HIME , 20 05:10.1 , 3XEE VF MUETEANT SBAMRET

BRAMILA : 0000:05:10.1

lspci | grep Virtual

00:11.0 PCI bridge: Intel Corporation C600/X79 series chipset PCI
Express Virtual Root Port (rev 05)

05:10.1 Ethernet controller: Intel Corporation 82599 Ethernet Cont
roller Virtual Function (rev 01)

05:10.3 Ethernet controller: Intel Corporation 82599 Ethernet Cont
roller Virtual Function (rev 01)

05:10.5 Ethernet controller: Intel Corporation 82599 Ethernet Cont
roller Virtual Function (rev 01)

05:10.7 Ethernet controller: Intel Corporation 82599 Ethernet Cont
roller Virtual Function (rev 01)

05:11.1 Ethernet controller: Intel Corporation 82599 Ethernet Cont
roller Virtual Function (rev 01)

05:11.3 Ethernet controller: Intel Corporation 82599 Ethernet Cont
roller Virtual Function (rev 01)

05:11.5 Ethernet controller: Intel Corporation 82599 Ethernet Cont
roller Virtual Function (rev 01)

05:11.7 Ethernet controller: Intel Corporation 82599 Ethernet Cont
roller Virtual Function (rev 01)

5 4B5E VFIO IKZ)

1. F& 854 , $4T python3 dpdk-devbind.py -b vfio-pci <HHHAFRH VE #
k> 454, ¥ enp5s0fl NIC () 8 4~ VF 4822 vfio-pci IXzf , ;RBIZNT.

python3 dpdk-devbind.py -b vfio-pci 0000:05:10.1
python3 dpdk-devbind.py -b vfio-pci 0000:05:10.
python3 dpdk-devbind.py -b vfio-pci 0000:05:10.
python3 dpdk-devbind.py -b vfio-pci 0000:05:10.
python3 dpdk-devbind.py -b vfio-pci 0000:05:11.
python3 dpdk-devbind.py -b vfio-pci 0000:05:11.
python3 dpdk-devbind.py -b vfio-pci 0000:05:11.
python3 dpdk-devbind.py -b vfio-pci 0000:05:11.

N O W RN O W

2. BEAMINE  PITUA T oS EHELER. EHiH 53R Network devices using
DPDK-compatible driver B3Z&E+KE 48 E M) VF , HF VF &% ID A 10ed .


http://localhost:4173/container_platform/scripts/dpdk-devbind.py

B2 & SR-10V - Alauda Container Platform
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python3 dpdk-devbind.py --status

Network devices using DPDK-compatible driver

0000:05:10.1 '82599 Ethernet Controller
=vfio-pci unused=ixgbevf
0000:05:10.3 '82599 Ethernet Controller
=vfio-pci unused=ixgbevf
0000:05:10.5 '82599 Ethernet Controller
=vfio-pci unused=ixgbevf
0000:05:10.7 '82599 Ethernet Controller
=vfio-pci unused=ixgbevf
0000:05:11.1 '82599 Ethernet
=vfio-pci unused=ixgbevf

0000:05:11.3 '82599 Ethernet

Controller

Controller
=vfio-pci unused=ixgbevf
0000:05:11.5 '82599 Ethernet Controller
=vfio-pci unused=ixgbhevf
0000:05:11.7 '82599 Ethernet Controller

=vfio-pci unused=ixgbevf

Network devices using kernel driver

0000:01:00.0 'NetXtreme BCM5720 Gigabit
1 drv=tg3 unused=vfio-pci
0000:01:00.1 'NetXtreme BCM5720 Gigabit
2 drv=tg3 unused=vfio-pci
0000:02:00.0 'NetXtreme BCM5720 Gigabit
3 drv=tg3 unused=vfio-pci
0000:02:00.1 'NetXtreme BCM5720 Gigabit

4 drv=tg3 unused=vfio-pci

Virtual

Virtual

Virtual

Virtual

Virtual

Virtual

Virtual

Virtual

Ethernet

Ethernet

Ethernet

Ethernet

0000:05:00.0 'Ethernet 10G 2P X520 Adapter 154d'

xgbe unused=vfio-pci *Active*

0000:05:00.1 'Ethernet 10G 2P X520 Adapter 154d'

xgbe unused=vfio-pci

No 'Baseband' devices detected

No 'DMA' devices detected

Function 10ed' drv
Function 10ed' drv
Function 10ed' drv
Function 10ed' drv
Function 10ed' drv
Function 10ed' drv
Function 10ed' drv
Function 10ed' drv
PCIe 165f' if=eno
PCIe 165f' if=eno
PCIe 165f' if=eno
PCIe 165f' if=eno

if=enp5s0fO drv=i

if=enp5s0fl drv=i
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ZB82Z Multus CNI 34

1. #HAN FEaEHE,

2. EEMS IR SRS > £5F.

3. R EEIMLERER TR , VIRE M R,

o ¥BZE Multus CNI .
¥B8Z%& sriov-network-operator

PITRA T 654803 sriov-network-operator,
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REGISTRY=<$registry> # J§ <$registry> 44 sriov-network-operator
G FTTE G FEHbHE, 520 : REGISTRY=build-harbor.example.cn
NICSELECTOR=["<nics>"] # ¥ <nics> #ftA) NIC ¥, #4l40 : NICSELECTOR=
["ens802f1", "ens802f2"], ZANHIESHIH

NUMVFS=<numVfs> # ¥ <numVfs> E# A VF %=, a0 : NUMVFS=8

cat <<EOF | kubectl create -f -
apiVersion: operator.alauda.io/vialphal
kind: AppRelease
metadata:
annotations:
auto-recycle: "true"
interval-sync: "true"
name: sriov-network-operator
namespace: cpaas-system
spec:
destination:
cluster: ""
namespace: "kube-system"
source:
charts:
- name: <chartName> # ¥ <chartName> ## khFr chart F&42, 4i&0 : nam
e = example/chart-sriov-network-operator
releaseName: sriov-network-operator
targetRevision: v3.15.0
repoURL: $REGISTRY
timeout: 120
values:
global:
registry:
address: $REGISTRY
networkNodePolicy:
nicSelector: $NICSELECTOR
numvVfs: $NUMVFS
EOF

MYRET RIEET RA BINAPRE

EE - PUTHIRERT , #fR sriov-network-operator f] Pod IE®IZ1T.

1.

Kt

A FEEHE.
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2. EEMSMA= AT EHEE > 5,
3. RITEMATR , VIR TR AR,
4. RESCHF SR-IOV HMBET & 1 > BT R,
5. RET RAREMT
e node-role.kubernetes.io/worker: ""
6. Ry .
O KERIRE B

1£ CLI TE5#H4Td54 kubectl -n cpaas-system get sriovnetworknodestates |,
KEREBNLIE sriovnetworknodestates RiR. HEENM FRLL , RREEMN
. BRIBAIELW , EZE Multus CNI #H4F1 sriov-network-operator 2 BE8E B,

kubectl -n cpaas-system get sriovnetworknodestates
NAME SYNC STATUS AGE
192.168.254.88 Succeeded 5d22h

10/ PRI IR E SR-IOV 7 S4FHARE
FE  PUTHIRERT , #{R sriovnetworknodestates WIREMINBIEE.
1. #t A\ FREH,
2. EEMSME RS ERHEHE > &5,
3. MIEEMA , VIRE TR AR,
4. REXXFF SR-IOV MR L 1 > BHN AR,
5. RET RARENT :

e feature.node.kubernetes.io/network-sriov.capable: "true"

1 #3&E NIC Z&XIFER
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1. B4TE4 lspci -n -s <HEAMRSH VE Huhb> | FRENET NIC & & B ID %
% 1D, BN FATR.

lspci -n -s 0000:05:00.1
05:00.1 0200: 8086:154d (rev 01)

el
e 8086 : | & ID.

e 154d : &% ID,

2. PUTEH4S lspci -s <HIBARAME VF k> -vwv | grep Ethernet , HREVY4H]
NIC & %R , 20 FFi7R.

lspci -s 0000:05:00.1 -vvv | grep Ethernet
05:00.1 Ethernet controller: Intel Corporation Ethernet 10G 2P X52
0 Adapter (rev 01)

3. 7£ cpaas-system - Z FT[EH |, $kF|4& A supported-nic-ids M ConfigMap ZERIAL
BXH , KEH data SO EAEE YA NIC KELEEE.

EE  AHET NIC REIFINERT , FRSHZLE 48 NIC RMBIECEX A ; /HEFAE
XFFFIERT , WBkid 50k 4,
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kind: ConfigMap

apiVersion: vi

metadata:
name: supported-nic-ids
namespace: cpaas-system

data:
Broadcom_bnxt_BCM57414_2x25G: 14e4 16d7 16dc
Broadcom_bnxt_BCM75508_2x100G: 14e4 1750 1806
Intel_i40e_10G_X710_SFP: 8086 1572 154c
Intel_i40e_25G_SFP28: 8086 158b 154c
Intel_i40e_40G_XL710_QSFP: 8086 1583 154c
Intel_i40e_X710_X557_AT_10G: 8086 1589 154c
Intel_i40e_XXV710: 8086 158a 154c
Intel_i40e_XXV710_N3000: 8086 0d58 154c
Intel_ice_Columbiaville_E810: 8086 1591 1889
Intel_ice_Columbiaville_E810-CQDA2_2CQDA2: 8086 1592 1889
Intel_ice_Columbiaville_E810-XXVDA2: 8086 159b 1889
Intel_ice_Columbiaville_E810-XXVDA4: 8086 1593 1889

4. PL <NIC £Z#>: </ B ID> <i®%& ID> <VF &% ID> A& YFT NIC RNz H%)
KB data FB4y , AT AR,
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kind: ConfigMap
apiVersion: vi
metadata:
name: supported-nic-ids
namespace: cpaas-system
data:
Broadcom_bnxt_BCM57414_2x25G: 14e4 16d7 16dc
Broadcom_bnxt_BCM75508_2x100G: 14e4 1750 1806

Intel_Corporation_X520: 8086 154d 10ed

Intel_i40e_10G_X710_SFP: 8086 1572 154c
Intel_i40e_25G_SFP28: 8086 158b 154c
Intel_i40e_40G_XL710_QSFP: 8086 1583 154c
Intel_i40e_X710_X557_AT_10G: 8086 1589 154c
Intel_i40e_XXV710: 8086 158a 154c
Intel_i40e_XXV710_N3000: 8086 0d58 154c
Intel_ice_Columbiaville_E810: 8086 1591 1889
Intel_ice_Columbiaville_E810-CQDA2_2CQDA2: 8086 1592 1889
Intel_ice_Columbiaville_E810-XXVDA2: 8086 159b 1889
Intel_ice_Columbiaville_E810-XXVDA4: 8086 1593 1889

SHECE WA -

Intel_Corporation_X520 : NIC Z#R , \TEE .

8086 : | & ID.

154d : &% ID,
10ed : VF X% ID , AJESELLERFPEE.

12) fLE IP bk

EFZHAELE DHCP (ZIAFHEENY) .

EE  BIUAER DHCP | E RN FahECE IP i,

SEARUIE
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2. EAMSIA [ BEFAML > BRI,
3. Ry GUZEEUNL , ARINGHBNM RS , 3% SR-IOV 1EA RERZERY,
4. ST I AU

5. 1813 VNC ViR AL , iZAEE R ethl ARUTIARER IP it , SRoRECE AEN.

[root@sriov-demo ~1#
[root@sriov-demo ~1# dhclient ethl
[root@sriov-demo “I#t ip a
: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 gdisc noqueue state UNKNOWN group default glen 1668
link/loopback 60:80:80:008:08:88 brd 86 :86:80:080:80 :080
inet 127.8.8.1/8 scope host lo
valid_I1ft forever preferred_Ilft forever
inet6 ::1,128 scope host
valid_Ift forever preferred_I1ft forever
>th8: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1488 gdisc pfifo_fast state UP group default glen 1688
linksether 88:80:80:8c:8f :cB brd ff:ff:ff:ff:Ff:ff
inet 18.33.8.44-16 brd 18.33.255.255 scope global dynamic eth#d
valid_1ft 86313367sec preferred_lft 86313367sec
inet6 feBA::200:ff :febBc:8fcB 64 scope link
valid_Ift forever preferred_I1ft forever
>thl: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1588 gdisc mg state UP group default glen 1868
linksether B6:1e:b5:el:5f :f7 brd ff:ff:ff:Ff:FfIFF
inet 192.168.39.7/24 brd 192.168.39.255 scope global dynamic ethl
valid_I1ft 86398sec preferred_Ilft 86398sec
inetb 2882: :41e:b5ff :feel:5ff7/64 scope global mmngtmpaddr dymamic
valid_Ift 2591997sec preferred_Ift 684797sec
inetb feBB::41e:bSff :feel:5ff7/64 scope link
valid_1ft forever preferred_Ilft forever
[rootl@sriov-demo ™ 1#

EPNPNS

CentOS EHMWNZSHECE

CentOS EHMLERH SR-IOV W5 , FEMBHITN NIC KIN%S% , BEALSIRINT.

13T , PATA T @SB3 NIC NS, BadTm <Nic 7> BHHAKMR
NIC Z#K.

sysctl -w net.ipv4.conf.<NIC Name>.rp_filter=2

echo "net.ipv4.conf.<NIC Name>.rp_filter=2" >> /etc/sysctl.conf

2. PATA N dn MERFFRL A Jetc/sysctl.conf LT RITERNZSHGm <  ERZECEAR. W
HAZEFEA 2 FRIREBAIN.,
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sysctl -p

WBERE

net.ipv4.conf.<NIC Name>.rp_filter = 2
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Q Alauda Container Platform Q

He & KEFUARILIE R 48 BB E AR TURASTHF IPv6

ML& 5B e AR TR ML LR B —Fhdda i RALS . A BAER—/ 27 ManagedTap HffEEF
K BREIMLA IPV6 S35, LIl SAr ERfUMLIE T CNI i DHCP Server 3XEX IP ik,
Bt , RZE CNI ] DHCP Server 33 IPv6 , I IEEK1S 1Pv6 THAE,

BT, F{1{EHR Kube-OVN ¥E4 CNI, BT Kube-OVN [ DHCP Server 5t£ 33 IPv6 , B3
HLAT U@ ManagedTap 1 Kube-OVN 284 SCEER MK IPv6 THEE.

B=x

ATfe £t
BRAEDIR
FEEFUALF R 1Pv6 ALE
FEP T & 18 FA LR B2 AR B2 RE AN,
BT VNC Vilal EEUAL AL B 4k 0
ALE IPv6 BRIAREHE

A 2

o ACP hRAWAE v4.0.0 BRE S hR A,
o CNI {# Kube-OVN , H B3 FMELE A Underlay,

BRAEDIR


http://localhost:4173/container_platform/zh/
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FREFAMLFMARAD 1Pv6 Bl E

kubectl edit subnet <subnet-name>

£ spec NIRMATS%K :

spec:
enableDHCP: true
enableIPVv6RA: true

u2oInterconnection: true

FE R T & 15 R B S8 E AR T\ B RE UM

IR BN | 158 PIESERE MR RILRIRK,

B) EEFUILFF B E P48 3%

XFF CentOS &L , YmiE /etc/sysconfig/network-scripts/ifcfg-enp1s0 X , 3
ARIATECE -

BT VNC 15

IPV6INIT=yes
DHCPV6C=yes
IPV6_AUTOCONF=yes

EF=I2E

systemctl restart network

BLE IPV6 ENAGE

IRZMHECE AR EBE NS (RA) BHE , WAFEFIEERE. o RUBEATH
K RAJHEBZF S RIBOAME.

ip r r default via <subnet-v6-gateway>
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ER s

TR
NR

5

BAEEr

B R

PR REAUREE
TER AU
YA RS
ENEK REFARE L
A KB ARE

174 - Alauda Container Platform


http://localhost:4173/container_platform/zh/
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Q Alauda Container Platform Q

I

ACP Mt 5 KubeVirt Zfigte it 7 BHMIL (VM) FFRAWAFERES | BT TTas Sl
Kubernetes [RAfI726EHLE]. EFF PersistentVolumeClaim (PVC) SkRfEi&REHIMWIRLE AL
& , F{FF Container Storage Interface (CSl) S5&F1EME RS EM,. t4h , Containerized
Data Importer (CDI) #RTHAWEIUMMEELNE. EXSLEM E | AFEY R T BIUNLL
HEEMNSEKINBE , SKINEENAE & RS,

(S
o FPRIFHIRIE

AL R IUN S IRAERT DUBIT Web Ul RMATERR , BT X ST RETAIAKRT.
o R A G RIE

A ABCE REAUA AL 2 B FEAE R B TAN X LE B 4 B shihlig


http://localhost:4173/container_platform/zh/

Q Alauda Container Platform

eSS

BT AR

PR REAUREE
TER AU
YA RS
DR REFARE L
b R ARE 2

$24EF57g - Alauda Container Platform


http://localhost:4173/container_platform/zh/
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Q Alauda Container Platform

B R

WIRE AT TR L SRR A TR,

Bk

B KPR
BAESIR
TERK R
BAESTR
P& AU
BRAIESTR
EDER R AR
BRIEDTR
A R FoARE 2

BAEDIR

B REFURLEE:

PR AU BURR , (TFRI — EBIER , AR E1  BERIRE.

EE - BT 21T KSR |, ATRAESAES R I .

BAELIR


http://localhost:4173/container_platform/zh/
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