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Switch/VLAN
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Public network
Switch/VLAN
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Internal network Internal network

SDN switch SDN switch
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o NHMEZFNERHMLLER 10GbE BESMMLEFED.
2 M FEHTR

o AT AREME ATERLE HRLE O WAs0R 10GbE 3 E 5.

2

1) EB8Z& Operator

1L#N FEEHE,

2. EEMSHAZSF |, Bt FREEE > AT,

3. i RIACE.

4. 7£ ¥1%# Operator [() S TUH , BHH A HFE Operator 124,

o VTHBEzHNT—HIERES , RN Operator 2 IIERE .

o MEMERY , ESEREIR BFEEHBBEEHER , EBFHTZFE Operator ; 21K
FEREBIAHARNEFMHIEFTM |, B8 VABE , BEEEEETEK rook-
operator NI #IR , SAfaiEIEL rook-operator,
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2 Q& Ceph &7t
FETERALBER ST R HUTH S

> AL ER

W

-

o NHLRILE CIDR : 726 AHML% f) CIDR (640, - 10.0.1.0/24 ) .
o SEREMLE CIDR : 774k S FEML% /) CIDR (g0, - 10.0.2.0/24 ) .

o FHRE  FEENHREMEERNEERE.
&R

nodes:
- name: storage-node-01
devices:
- name: /dev/disk/by-id/wwn-0x5000cca0l1dd27d60
useAllDevices: false
- name: storage-node-02
devices:
- name: sdb
- name: sdc
useAllDevices: false
- name: storage-node-03
devices:
- name: sdb
- name: sdc

useAllDevices: false

| ==

R WWN (HERME—ARAR) HTIRES S , B KM TER AT REREZLK
sdb FHXREFHKIE.

3 BIETHED

TR =FTFiEhEE | RIEERL S FoRERFH AR AN T4,
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BN\ TF 8

R FEMIR rook-ceph ELREFHFEHBEEZE—MHER  FIRBAURIIBHES D HAFMER
FHRNEIE.

B=x

| EEEm
BT
llERPREEES
il EREREES
llEER
fi% ceph-cluster

k% rook-operator

PATIFEHA
AR A
EEFEW
BAELHR

Y=z =
EEEW

FE7BHE rook-ceph Z 8T , EHHRETA{ER Ceph f#fir] PVC 1 PV RIRE #Milk.
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BRAEDIR

ol [[FRPSIEES

1. MERERARSE,

kubectl delete VolumeSnapshotClass csi-cephfs-snapshotclass csi-rb

d-snapshotclass

2. BRI E AT /AT,

kubectl get VolumeSnapshotClass | grep csi-cephfs-snapshotclass

kubectl get VolumeSnapshotClass | grep csi-rbd-snapshotclass

LB SR BE LR |, FoRBETERE.

2 JhpRAEfESS
L g FARIE.
2. ERMGAAS | Bk FEIETE > K.

3. By 1> ik , MIBRETA(ER Ceph fFAEfRIRTT RNTFAESE,

3 MR
HSBREAE E— A SBRAFHT.
L B\ FABHE.
2. EAMSHAST , Hif FHEEE > SHRAH.

3. 1E DI , B > kR , BAOBIBRETE AL, SEMEBDOREIR T i
B, BRI E RN,

4. (Fak) INRERARTON B, MFELR Master TR EBITA T a4, RUBIER
BIZMNE 7 fE.
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kubectl -n rook-ceph delete cephblockpool -1 cpaas.io/builtin=true
EZEE :
cephblockpool.ceph.rook.io "builtin-mgr" deleted

4 #i% ceph-cluster

W RFERAE L —DBRTTAEHRIT,

1. 47 ceph-cluster , 372 HER R .

kubectl -n rook-ceph patch cephcluster ceph-cluster --type merge -
p '{"spec":{"cleanupPolicy":{"confirmation":"yes-really-destroy-da

ta"}}}!
2. % ceph-cluster,
kubectl delete cephcluster ceph-cluster -n rook-ceph
3. MERBATIEIERIEL.
kubectl delete jobs --all -n rook-ceph
4. BF ceph-cluster j5IE 2 A 5TEE,
kubectl get cephcluster -n rook-ceph | grep ceph-cluster
B SR B, FRoRIBETTEE,

5 #if& rook-operator

W REFRE =D BRTAREHIT,

1. #f% rook-operator,
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kubectl -n rook-ceph delete subscriptions.operators.coreos.com roo
k-operator

2. I8UF rook-operator jEIEE B TTEE,

kubectl get subscriptions.operators.coreos.com -n rook-ceph | grep
rook-operator

Bixa SIRBEMHRBE |, FoRIFETE,

3. ®iF ConfigMap £ &8I TeEE,

kubectl get configmap -n rook-ceph

Lixa SIXBEMEEN |, FoREETE. MREMBER  FPITUTHSEE
B <configmap> NSRRI,

kubectl -n rook-ceph patch configmap <configmap> --type merge -p
"{"metadata":{"finalizers": []}}'

4. B65F Secret £ A75IHETEEE,

kubectl get secret -n rook-ceph

Yz IR AR AHE A , RRBIETE, MRBHEER  BPRITUTHSEE
B <secret> AR,

kubectl -n rook-ceph patch secrets <secret> --type merge -p '{"met

adata":{"finalizers": []}}'

5. I&F rook-ceph JEIE 2 A 5TEE,

kubectl get all -n rook-ceph
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L e SR TS B, FOREETEE.
PATIEIRIA

TR ERBIRE , RN Kubernetes 1 Ceph X EIFEEHIEST , H FRFEBFEBEIM
_FFREBE rook-ceph,

TR AN

JEIRMIA clean-rook.sh IRALNTF :

> AL ER

ESSE ST
TERRAKIT sgdisk ©94 , WIHREPTHIENAZ IERELHS

o Ubuntu &%#44 : sudo apt install gdisk

o RedHat 5§ CentOS %3454 : sudo yum install gdisk

BAELIR

1. EF A EEN HNFEAN S E R 25 LRI T/BTEMIA clean-rook.sh,

sh clean-rook.sh /dev/[1®X&&#]

s8] : sh clean-rook.sh /dev/vdb
PUTEP IR RAR B RIEBT XS . RMA , B yes B FFia/51E,

2.{FFH 1sblk -f HAKRENXEE. UxHGSHNHEF FSTYPE FIATH |, &
NEHRTEEe
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Q Alauda Container Platform Q
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NAFTFE R

CephFS Mirror ;& Ceph ARG —NINEE , EFESINAE Ceph &3 2 BN FAHIER
B, NMIREEEHRNIERE . A OThEERUE &R ELHIE  HRU TSR ERE
B, RSB REEERS.

I WARNING

« CephFS Mirror ETRIRIHTRERD , BARRBER NS/ NS —X (TRE) . TEEHZA
REFBIEEE 2 —MRBAMRNE ANBIEE.

« CephFsS Mirror (U #tIREFMEEIEN &4 , TUELLE Kubernetes IR 4. BLEEFEH
£ SMKE ThREST PVC 1 PV RIREHTHR A

Bk

ENTS
HHECE
[HIE7- 553
BRAEDIR
TE& SR B RS BTN SR R
FKHX Peer Token
FEF B Peer Secret
TSR BRSNS INEE
EFEEEEPE Mirror Daemon
HE
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ANE

PN Vi
FER YRR A AR ST ISR RY
BEH RATEHEEE.

FicE

AR A

HEEFMESEZE Alauda Container Platform (ACP) Storage F{#F Ceph &R , S 514
FEMMEER  WHREHAMEK LA,

MANERHEARTFARA (v3.12 RRAE) PR FF—H.
EEERMEERT DA HF RS .
EEERMBEFPAIZR LK.

BRAEDIR

L &SN B AX R B IEE
EEEHHERT QRBITAT®S
BT

kubectl -n rook-ceph patch cephfilesystem <fs-name> \

--type merge -p '{"spec":{"mirroring":{"enabled": true}}}"'

Hith
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cephfilesystem.ceph.rook.io/<fs-name> patched

P05 -
o <fs-name> : MFFEMEMEFR.
2) %HY Peer Token
%A M RN N E R R OE RN R
EHEHNEHTRPITATS4

LR

kubectl get secret -n rook-ceph \

$(kubectl -n rook-ceph get cephfilesystem <fs-name> -0 jsonpath='{.st
atus.info.fsMirrorBootstrapPeerSecretName}') \

-0 jsonpath='{.data.token}' | base64 -d

i

eyJmc21kIjogImMyYjAYNmMzLTA3ZGQtNDA3Z. ..
SHORA
o <fs-name> : XHTFMEIBLLEFR.

3 FEFEHAIE Peer Secret

HEREI R R Peer Token [5 , EEETEEAIFE Peer Secret,

FEEERAISHIT YT T 04 -

i
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kubectl -n rook-ceph create secret generic fs-secondary-site-secret \
--from-literal=token=<token> \

--from-1literal=pool=<fs-name>

i

secret/fs-secondary-site-secret created

ZEORA

o <token> : FELUR 2 FIRENHKIShE.

o <fs-name> : NHFMEBLZFR.
A FEEE BN HEME RS INEE
EEEHNEHT R PITA T H4

Pas
A
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kubectl -n rook-ceph patch cephfilesystem <fs-name> --type merge

{
"spec": {
"mirroring": {
"enabled": true,
"peers": {
"secretNames": [
"fs-secondary-site-secret"
]
3
"snapshotSchedules": [
{
"path": "/",
"interval": "<schedule-interval>"
X
1
"snapshotRetention": [
{
"path": "/",
"duration": "<retention-policy>"
3
]
}
}
3

N

_p\
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kubectl -n rook-ceph patch cephfilesystem cephfs --type merge -p \
{
"spec": {
"mirroring": {
"enabled": true,
"peers": {
"secretNames": [
"fs-secondary-site-secret"
]
3
"snapshotSchedules": [
{
"path": "/",
"interval": "1h"
X
1

"snapshotRetention": [

{
Ilpathll: ll/ll,

"duration": "h 1"

Hith

cephfilesystem.ceph.rook.io/<fs-name> patched

SH0RAR -
<fs-name> : MFIFAEBFR,
<schedule-interval> : REEHITEH, VHHEESEE H X 7,

<retention-policy> :REBRERME, WHHEESEET A .,

EFEEEE Mirror Daemon


https://docs.ceph.com/en/latest/cephfs/snap-schedule/#add-and-remove-schedules
https://docs.ceph.com/en/latest/cephfs/snap-schedule/#add-and-remove-schedules
https://docs.ceph.com/en/latest/cephfs/snap-schedule/#add-and-remove-schedules
https://docs.ceph.com/en/latest/cephfs/snap-schedule/#add-and-remove-retention-policies
https://docs.ceph.com/en/latest/cephfs/snap-schedule/#add-and-remove-retention-policies
https://docs.ceph.com/en/latest/cephfs/snap-schedule/#add-and-remove-retention-policies
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Mirror Daemon FEERWAIESCEEEfEM (JBSER) MR W , THISERIBR I RIRZE
SIS HEIX R R BT,

FEEERHTFT RPITA T a4

LR
cat << EOF | kubectl apply -f -
apiVersion: ceph.rook.io/v1l
kind: CephFilesystemMirror
metadata:
name: cephfs-mirror
namespace: rook-ceph
spec:
placement:
tolerations:
- key: NoSchedule
operator: Exists
resources:
limits:
cpu: "500m"
memory: "1Gi"
requests:
cpu: "500m"
memory: "1Gi"
priorityClassName: system-node-critical
EOF

e

cephfilesystemmirror.ceph.rook.io/cephfs-mirror created

{ERIE

YEERREER | o IE IR (E A& R K CephFsS,

R 55 AF
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FERH Kubernetes BIFE /MR ER|RERE , B1F PVC, PV ARNAMTERE.
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0 Alauda Container Platform Q

BRAFAEAMER R

RBD Mirror 2 Ceph 3776 (RBD) H—INAE , 3XFFAE Ceph £REZ AINFLHIRES
SHBERNICERE (DR) . HZOTRERUEEBAELEIRE , REEHLEN )%
HREBIREKE RS

I WARNING

* RBD Mirror 2T REHTIRERD , BUAMRREIRAS/ NS —K (JRE) . EREHZENE
FEIRIEE SN T—MREFEHRNNEA.

« RBD Mirror {UREIEEFEEIEE D , X8 2 Kubernetes BiR& . BERTEAN FH5KE
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Bk

| RE
BHECE
[HIE7- 553
BRAEDIR
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4% VolumeReplicationClass
A PVC ZRSGINRE
HUE Y
B &M
BRAIEDR

413 VolumeReplication

ANE

A& ViAA
Primary Cluster YRR SRR R,
Secondary Cluster FRER MR AR,

FicE

AR A

HEE B BERBEIZE Alauda Container Platform (ACP) Storage 3{#F Ceph fI&ERf : —
Primary S8 —A> Secondary &8 , B & Z AWK EIE,

PN ERZITHRIKTFERE (V3125 FES) .

£ Primary 1 Secondary &#+ 9 8IE N AR .
£ Primary 1 Secondary S #4132 [F) & (IR A (i ..
BHRAT =GR E LEETFELBEHEREE

e quay.io/csiaddons/k8s-controller:v0.5.0
e quay.io/csiaddons/k8s-sidecar:v0.8.0

e quay.io/brancz/kube-rbac-proxy:v0.8.0
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BRAEDIR

1 J3F Primary £33 F 681 1R ThRE
1£ Primary ££8£#4 Control 7 mBUTA T 64 -

Command
kubectl -n rook-ceph patch cephblockpool <block-pool-name> \

--type merge -p '{"spec":{"mirroring":{"enabled":true, "mode":"imag

ell}}}l

Output

cephblockpool.ceph.rook.io/<block-pool-name> patched

SE0RAA
e <block-pool-name> : HIFAEMEEZFR,
2| ¥%HX Peer Token
USRI SRR BER N R REIE.
1£ Primary £&£8£#9 Control 1 mBITA T4 -

Command

kubectl get secret -n rook-ceph \

$(kubectl get cephblockpool.ceph.rook.io <block-pool-name> -n rook-ce
ph -o jsonpath='{.status.info.rbdMirrorBootstrapPeerSecretName}') \
-0 jsonpath='{.data.token}' | base64 -d

Output

eyJmc21lkIjoiMjc2N2I3ZmEtY2YwYi0OO0N. . .
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SH0OREA -
e <block-pool-name> : RIFAEMLZFR.
1t Secondary £ #4617 Peer Token Secret
1£ Secondary &) Control T mBITA T 654 -
Command

kubectl -n rook-ceph create secret generic rbd-primary-site-secret \
--from-literal=token=<token> \

--from-literal=pool=<block-pool-name>

Output

secret/rbd-primary-site-secret created

SH0RE -

o <token> : IR 2FKENAISHE.

e <block-pool-name> : HR7FEMZFR.

JaFl Secondary & R F 1R ThAEE

7t Secondary & & Control TTRHITA T4 -

Command
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kubectl -n rook-ceph patch cephblockpool <block-pool-name> --type mer
ge -p \
{
"spec": {
"mirroring": {

"enabled": true,

"mode": "image",

"peers": {

"secretNames": [

"rbd-primary-site-secret"

Output

cephblockpool.ceph.rook.io/<block-pool-name> patched

SH05RAR
e <block-pool-name> : HIFEMMZFR,

1£ Secondary £ #3=E Mirror Daemon

IN

TP T KT AETE RBD R RDHFE , BIRHIER DM RALIE,

7 Secondary &£# 1 Control TT P TA T4 -

Command
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cat << EOF | kubectl apply -f -
apiVersion: ceph.rook.io/v1l
kind: CephRBDMirror
metadata:

name: rbd-mirror

namespace: rook-ceph
spec:

count: 1
EOF

Output

cephrbdmirror.ceph.rook.io/rbd-mirror created

DAt RZ=RE ¥y N7
7£ Secondary &2 Control T EHITUA T4 -

Command

kubectl get cephblockpools.ceph.rook.io <block-pool-name> -n rook-cep

h -o jsonpath='{.status.mirroringStatus.summary}"'

Output

{"daemon_health":"OK", "health":"OK", "image_health":"OK", "states":{}}

SHRA
e <block-pool-name> : HRIFAEMLZFR,

/2 Replication Sidecar

GIBESHF SN BIR R BIFFEL , BASTWIEN ARME , RI RS A SR ] A
.

1. ¥f%E csiaddons-controller
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1£ Primary #1 Secondary & &g Control 7T 2P fTA T4 -

> aEEE

S¥0RAR -
o <registry> : FAMREBRCEIL.

2. ]2 csi sidecar

7£ Primary 1 Secondary & &) Control T mPITA T 64 -

kubectl patch cm rook-ceph-operator-config -n rook-ceph --type json -

-patch \
[
{
"op": "add",
"path": "/data/CSI_ENABLE_OMAP_GENERATOR",
"value": "true"
I
{
"op": "add",
"path": "/data/CSI_ENABLE_CSIADDONS",
"value": "true"
3

412 VolumeReplicationClass
1£ Primary #1 Secondary & &g Control 7T 2P fTA T 44 -

Command
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cat << EOF | kubectl apply -f -
apiVersion: replication.storage.openshift.io/vlalphal
kind: VolumeReplicationClass
metadata:
name: rbd-volumereplicationclass
spec:
provisioner: rook-ceph.rbd.csi.ceph.com
parameters:
mirroringMode: snapshot
schedulingInterval: "<scheduling-intervat9'c,
replication.storage.openshift.io/replication-secret-name: rook-cs
i-rbd-provisioner
replication.storage.openshift.io/replication-secret-namespace: ro
ok-ceph
EOF

Output

volumereplicationclass.replication.storage.openshift.io/rbd-volumerep

licationclass created

1. <scheduling-interval> :JAE[EI® (40 , schedulinginterval: "1h" R~/ NIFHR,

Tk .
5 PVC S R%1%IhEE
1£ Primary &£3£89 Control ' mBITA T4 -

Command
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cat << EOF | kubectl apply -f -
apiVersion: replication.storage.openshift.io/vlalphal
kind: VolumeReplication
metadata:
name: <vr-name>a
namespace: <namespace>@
spec:
autoResync: false
volumeReplicationClass: rbd-volumereplicationclass
replicationState: primary
dataSource:
apiGroup: ""
kind: PersistentVolumeClaim
name: <pvc-name> @)
EOF

Output

volumereplication.replication.storage.openshift.io/<mirror-pvc-name>

created

1. <vr-name> : VolumeReplication 3% Z# , FEiX5 PVC &#HME[E].,
2. <namespace> : VolumeReplication fTfgds & Z[8) , W45 PVC 4 & Ta—&L,

3. <pvc-name> : FEEFEAEEKK PVC &FR.

7EE BRJE , Secondary &8+ ) RBD S5 A Rk,

UL

% Primary SR RARIERN , TRV RBD FRMERXA,

HIIR 5 AF

o &% Primary 810 Kubernetes TIRZE M IR EZE Secondary &5 , B3 PVC, PV, ¥
AT,



BRIFMEAHMEK E - Alauda Container Platform

417 VolumeReplication

1 Secondary & # ) Control TT P fTA T4 -

cat << EOF | kubectl apply -f -
apiVersion: replication.storage.openshift.io/vlalphal
kind: VolumeReplication
metadata:
name: <vr-name> @)
namespace: <namespace>e
spec:
autoResync: false
dataSource:
apiGroup: ""
kind: PersistentVolumeClaim
name: <mirror-pvc-name>e
replicationHandle: ""
replicationState: primary
volumeReplicationClass: rbd-volumereplicationclass

EOF

1. <vr-name> : VolumeReplication Z#R,
2. <namespace> : PVC 45& T[],

3. <mirror-pvc-name> : PVC Z#K.

EE 43 f5 , Secondary &£ _EH) RBD S5 AERARE,
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0 Alauda Container Platform

ST RIFEN

Ceph RGW Multi-Site ThEER — TP SR 7 SRR FING] , 8 ERLSHBENTHH) Ceph &£

Z RIS RAFAEEERE | fefite ™ A (HA) KRR (DR) #E

B=x

A&
BT S
BAENAR
& Primary SERFEIZ XT R 7764
BLE Primary Zone BSMERI/iIR]
#%EY access-key Fll secret-key
4% Secondary Zone }FELE Realm [E
ACE Secondary Zone BISMNIRIIE]
HEY
BRAEIRFE
PSS (S
ARERSME Dbt

7N


http://localhost:4173/container_platform/zh/
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RE ViR
Primary Cluster LR IR SR,
S d

seonaary T4 4th%& I,
Cluster

« Realm : Ceph YR FETRSEHIKEENE, EAR—DTENTR
s AT , BERTZMREHNEL. —4 Realm af SR

FHER (T B B EIRF .
Realm,
ZoneGroup, o ZoneGroup : Realm NHZiENE , BE LA Zone, ZoneGroup 3R
Zone ¥ Zone MI¥URRISANE S , B R —SHIERIHA.
« Zone : ZoneGroup REZIENA , YIRFMEEIE. §4 Zone JhE1H
MEfEXTR |, FOTUIAE B C KSR TR ACE .
N2 E
BIIe R4

HEE AT ERE Rook-Ceph & #E (Primary 1 Secondary &£#) , HE(IZ[AMLKE
.

WA EFVINERMERRTFERA (V3.125ES) .
R Primary F1 Secondary &£ 89K E8E Ceph XTRIEE.

SE ARG XALERE Operator FHAE SR, SRR BARBE M SRR
i, FHER CLI TAR TRAREE.

0 \y.cy
%fouwTE
AFERFIR (£ [E— ZoneGroup A~ Zone Z BIKFEIE AR,

1 7£ Primary 30X R 1710%

AEIEAFE Realm, ZoneGroup. Primary Zone & Primary Zone BRI &I&,
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£ Primary & 8¥#) Control T BT T a4

we

5
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cat << EOF | kubectl apply -f -
apiVersion: ceph.rook.io/v1l
kind: CephObjectRealm
metadata:

name: <realm-name>

namespace: rook-ceph

apiVersion: ceph.rook.io/v1
kind: CephObjectZoneGroup
metadata:

name: <zonegroup-name>

namespace: rook-ceph
spec:

realm: <realm-name>

apiVersion: ceph.rook.io/v1l
kind: CephObjectZone
metadata:
name: <primary-zone-name>
namespace: rook-ceph
spec:
zoneGroup: <zonegroup-name>
metadataPool:
failureDomain: host
replicated:
size: 3
requireSafeReplicaSize: true
dataPool:
failureDomain: host
replicated:
size: 3
requireSafeReplicaSize: true
parameters:
compression_mode: none
preservePoolsOnDelete: false

cat << EOF | kubectl apply -f -
apiVersion: ceph.rook.io/v1l
kind: CephObjectStore
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metadata:
name: <object-store-name>
namespace: rook-ceph
spec:
gateway:
port: 7480
instances: 2
zone:
name: <zone-name>
EOF

i

cephobjectrealm.ceph.rook.io/<realm-name> created
cephobjectzonegroup.ceph.rook.io/<zonegroup-name> created
cephobjectzone.ceph.rook.io/<zone-name> created

cephobjectstore.ceph.rook.io/<object-store-name> created

e <realm-name> : Realm Z¥R.

<zonegroup-name> : ZoneGroup &#R,

e <primary-zone-name> : Primary Zone Z&#R.

<object-store-name> : PXZHR.
ACE Primary Zone f$MN3B1i(m

1. %%HX ObjectStore 4] UID {#uid}

kubectl -n rook-ceph get cephobjectstore <object-store-name> -0 js

onpath="'{.metadata.uid}"

e <object-store-name> : {5 1P ECERIM KL FR,

2. BIESMERA(E) Service
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cat << EOF | kubectl apply -f -
apiVersion: vi
kind: Service
metadata:
name: rook-ceph-rgw-<object-store-name>-external
namespace: rook-ceph
labels:
app: rook-ceph-rgw
rook_cluster: rook-ceph
rook_object_store: <object-store-name>
ownerReferences:
- apiVersion: ceph.rook.io/v1l
kind: CephObjectStore
name: <object-store-name>

uid: <object-store-uid>

spec:
ports:
- name: rgw
port: 7480
targetPort: 7480
protocol: TCP
selector:

app: rook-ceph-rgw
rook_cluster: rook-ceph
rook_object_store: <object-store-name>
sessionAffinity: None
type: NodePort
EOF

e <object-store-name> : fEIVAMECE I XL FR.

e <object-store-uid> : FESLALFKENEK UID,

3. 4 CephObjectZone R ANFNEBiH &,

kubectl -n rook-ceph patch cephobjectzone <primary-zone-name> --ty

pe merge -p '{"spec":{"customEndpoints":["<external-endpoint>"]}}"
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e <zone-name> : fESYANECER Primary Zone & #R.
o <external-endpoint> : M Primary SEEHRENISMIIHEIE,

3) #HX access-key F secret-key

kubectl -n rook-ceph get secrets <realm-name>-keys -o yaml | grep acc
ess-key
kubectl -n rook-ceph get secrets <realm-name>-keys -o yaml | grep sec

ret-key

S8
e <realm-name> : FEMAMIRER Realm &75.
4 41 Secondary Zone FECE Realm [F)
AN A1 Secondary Zone FIEid M Primary £ 857X Realm {5 EHCER .

7 Secondary &£# 1 Control TT R TA T4 -
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cat << EOF | kubectl apply -f -
apiVersion: vi
kind: Secret
metadata:
name: <realm-name>-keys
namespace: rook-ceph
data:
access-key: <access-key>
secret-key: <secret-key>

apiVersion: ceph.rook.io/v1l
kind: CephObjectRealm
metadata:

name: <realm-name>

namespace: rook-ceph
spec:

pull:

endpoint: <realm-endpoint>

apiVersion: ceph.rook.io/v1l
kind: CephObjectZoneGroup
metadata:
name: <zone-group-name>
namespace: rook-ceph
spec:

realm: <realm-name>

apiVersion: ceph.rook.io/v1
kind: CephObjectZone
metadata:
name: <new-zone-name>
namespace: rook-ceph
spec:
zoneGroup: <zone-group-name>
metadataPool:
failureDomain: host
replicated:
size: 3
requireSafeReplicaSize: true
dataPool:
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failureDomain: host
replicated:
size: 3
requireSafeReplicaSize: true

preservePoolsOnDelete: false

apiVersion: ceph.rook.io/v1l
kind: CephObjectStore
metadata:
name: <secondary-object-store-name>
namespace: rook-ceph
spec:
gateway:
port: 7480
instances: 2
zone:
name: <secondary-zone-name>
EOF

o <access-key> : MIVAMKERH AK,

e <secret-key> : MUtAMIRERE SK,

e <realm-endpoint> : M Primary & E5REN RSN AL,
e <realm-name> : Realm,

e <zone-group-name> : ZoneGroup,

e <secondary-zone-name> : Secondary Zone Z#g.

e <secondary-object-store-name> : Secondary <& #R.

ACE Secondary Zone HI4MIB1AIR]

1. ¥kBR Secondary R3] UID {#uids}

kubectl -n rook-ceph get cephobjectstore <secondary-object-store-n

ame> -o jsonpath='{.metadata.uid}'
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e <secondary-object-store-name> : Secondary SR WXL K.

2. BIEESMERA(E) Service

cat << EOF | kubectl apply -f -
apiVersion: vi
kind: Service
metadata:
name: rook-ceph-rgw-<object-store-name>-external
namespace: rook-ceph
labels:
app: rook-ceph-rgw
rook_cluster: rook-ceph
rook_object_store: <object-store-name>
ownerReferences:
- apiVersion: ceph.rook.io/v1l
kind: CephObjectStore
name: <object-store-name>

uid: <object-store-uid>

spec:
ports:
- name: rgw
port: 7480
targetPort: 7480
protocol: TCP
selector:

app: rook-ceph-rgw
rook_cluster: rook-ceph
rook_object_store: <object-store-name>
sessionAffinity: None
type: NodePort
EOF

e <secondary-object-store-name> : Secondan/ﬁﬂééo

e <secondary-object-store-uid> : Secondary W% UID,

3. [A] Secondary CephObjectZone N4 MRS &



SR IEAE K% - Alauda Container Platform

kubectl -n rook-ceph patch cephobjectzone <secondary-zone-name> --
type merge -p '{"spec":{"customEndpoints":["<external-endpoint

>I|]}}I

W%

0

e <secondary-zone-name> : Secondary Zone Z#x.

e <secondary-zone-external-endpoint> : M Secondary & B FREXRIIMNIR AL,

UL

U Primary B AAWERS , SEJ% Secondary Zone 3£ F4 Primary Zone, Y1#f5 ,
Secondary Zone R 5 AT ZREHR AEXT S 7 AR 55

= Y.y
Tm’flﬁlnb %
1t Secondary &£# K rook-ceph-tool pod FHITRA T 454 -

radosgw-admin zone modify --rgw-realm=<realm-name> --rgw-zonegroup=<zone-

group-name> --rgw-zone=<secondary-zone-name> --master

e <realm-name> : Realm %Z#R.

<zone-group-name> : Zone Group Z#x.

e <secondary-zone-name> : Secondary Zone &#x.

FARIRAE

ARENSMER B

12N FaEH.
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2. EEMSIE [ FFAEEHE > N1k,

3. 7f ERHMEE MER , M NRNE Flih Xisk , RENREFMEIBFZH |, EF EEMIL,
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Q Alauda Container Platform Q

B SE

FEIFER R AR Ceph BREXHRIVAT NN S , B ERIRHA MBS
i, BRERIEUT SRFE.

B=x

| RSB

BRAEDIR

1. B5% , BFEBIMUWSEEFNZEL A rook-config-override-user P ConfigMap # , &k

.data.config ?Eﬁ , #JI% .metadata.annotations[rook.cpaas.io/need-sync] ?Eﬁ

MERER true . ZBIA0T :


http://localhost:4173/container_platform/zh/
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apiVersion: vi1
data:
config: |
[global]
mon_memory_target=1073741824
mds_cache_memory_1imit=2147483648
osd_memory_target=4147483648
kind: ConfigMap
metadata:
annotations:
cpaas.io/creator: admin
cpaas.io/updated-at: "2022-03-01T12:24:042"
rook.cpaas.io/need-sync: "true"
rook.cpaas.io/sync-status: synced
creationTimestamp: "2022-03-01T12:24:04z"
finalizers:
- rook.cpaas.io/config-merge
name: rook-config-override-user
namespace: default
resourceVersion: '"38816864"
uid: ce3a8f3e-6453-4bdd-bff0-el6cf7d5d5fa

2. 1£ rook-ceph-tools ] Pod #$11T ceph tell [mon|osd|mgr|mds|rgw].* config set
[key] [value] PASRETNVFRECE.

3. BE BT AM Pod , FEYg4E rook-ceph %542 Z5[8) T ClusterServiceVersion (CSV) , ¥
Deployments ZB4 [ rook-ceph-tools f4] replicas {E&E&E A 1.
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Q Alauda Container Platform

ARV EH

¥4
o
2, £ sy
IhgE B i El AS
n
BE v v
NEFE ZHIEES v X
acp-
builtinstorage EZa0 v X
illlZS v X

g mE S
i I

mET
B

=
DAl


http://localhost:4173/container_platform/zh/
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http://localhost:4173/container_platform/zh/
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MinlO XFZ774% - Alauda Container Platform

Monitoring & Alerts

Monitoring

Alerts
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Q Alauda Container Platform Q

I

RERBZHTA (ACP) X R 7RSS A MinlO SAEAL , X Apache License v2.0 7], &
FAW O S3 = iiRSEO |, EEEEFEAEIREMALEE B A, . BEX
. BHPIEUR B/ EIMWGER. SRR R/NTRANIL KB &K 5T.

FEMRBWMTF -

o A REENE MinlO FIESMRITIRN , TRV AIER. HSthEl T HERIs | 3R
= 7 IER BT E) , FRHEET AT SR I T AL,

o SERE : MinlO BIRMAMNI R FAE, FEFAERM L WERER S5 183 GB/AFI 171
GB/®),

o AIYSR AN ZAINREIFR STEHNER  SHFRZ M ERRER— T EATIR
i, BEEERORIT , MAREERRAARAE, S— 8 mzl&ER,

o ZRA  FEARATENEMIIMELTE , HFESSITEFPRRIEATMS | F34
FFMEXTT Kubernetes EIN& LT,


http://localhost:4173/container_platform/zh/
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Q Alauda Container Platform Q

IR

Alauda Container Platform (ACP) &F MinlO X% 176 —FhET Apache License v2.0 FF
XX & MRS . B3RS Amazon S3 =EMARSEA |, EEEMAEIELEMUEUE |
mE R, M. BEXH. SHBIEURARIEIMEG. — NN RXEFRR/NTRLREE
K, WLTFTERK 5 TB,

B=x

B S

EhZ& Operator

BIZER

B Bucket
BRIEDIR

e E
BRIEDIR

PSS
TURRFIRES &R

Storage Pool Overview

A 2

MinlO MZ T IREFMHEZ L | EHERU RIS CAZFME, M TopolvM,


http://localhost:4173/container_platform/zh/
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ZB8ZE Operator

1. ZEAMIS AR , A5 Storage > Object Storage.

2. mify Configure Now,

3. 7£ Deploy MinlO Operator [ S TR H , miiHa FA K Deploy Operator,
o WHEABNPEEE T —20 , 37 Operator HRZ& .

o EERELW , EIRIERMEIZ/REFE Clean Up Deployed Information and Retry , A /5 &
FTERE Operator,

PIEERF

1. £ Create Cluster @S H , BLEEAZE.

S 1iAA

Access R4 1D, SRANRZEHAXRKME—IRRTT ; BT57RI%ES 1D —ifexy
Key ESRIHTMBME 4,

Secret 50248 1D Be & ERNREARIES , BTFmEBENLELEK , IRAIAE
Key 77, BRIEVESRE .

2. 1 Resource Configuration X1 , 1RIELA N utBRECE FIAL .

£ iEA

EATALERZ 100,000 X%, SHFMEARESEHEE M7 RT BT 50

Small
| MIHEVRE., CPU BREKMREIBOANRER 2 #% , R RIREKAREIZHA
scale
®REA 4 Gi,
Medium EATWERNA , FFM# 1,000,000 X% , XFFmxE 200 MHEEK.

scale CPU RIFIEKARBIZVARE A 4 1% , REFERIRERAMRFIBOALE R 8 Gi,
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ZW i

ERTFEFRA 10,000,000 MR , FFHZ 500 MNIHRIEKIEE

Large . S O X -
| P EAdeREgR. CPU RIFERMIRBIZUARE S 8 # , RERIEEKA
scale
FREIZIARE A 16 Gi,
Cust FEEEFREOE WA FRERBRECEER |, HRIRSAAEFIMERE TRAFEHE
ustom

PLAC. 5 : LB A E AR | SR

o CPU &FERATF 100 m,
s NERIFERKTHET 2 Gi,
o CPU MRNHERIFRBIATHEFTRIEK. |

3. 7£ Storage Pool X% , IRIELA T RARECEHXEE.

S8 WtAA
Instance A0 MinlO S BRI E T A B FIE T+ ARG HREFI AT SEtt | MR EIRE
Number S A, BXFILEESERUT A :

o WIRIHFEIEM,

o MR—NMTRAZEZANIA , T RBETTEESHZ N RHIRNELE , BEEHREE
M, EE

o I/ NSRBIERCA 4.,

o KBIKT 16 B , My NELIE 8 HIFEFEL.

o NIDENSMEMEIETS , SSBIBAISDTE— N BRI HI%. | | Single Storage Volume
| BN FiES PVC NARE., ENFERSEE—NFHE. MARINGFHERER , FA
SEMTEFHEBSELHMES , 7J7E Storage Pool Overview F &%, ||
Underlying Storage | MinlO &£ #HERNIKEFME. B EFYaTEMHP O AEME®EE.
#:#7{# F TopoLVM, || Storage Nodes | %63 MinlO R FTHRFMT = , BIEA 4-

16 NMEET . FASASNMETREMET REE — 1 1FM#R%. || Storage Pool
Overview | E{ES ¥ EITEAR |, 3§S W Storage Pool Overview, |

4. 7£ Access Configuration X1 , #RIEMA T BAECEER(EE.
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¥ 1tER
External . L
BRI X FEERIAE) MinlO ; 2R RFERERNVIIR.
Access
F3FE HTTP 1 HTTPS ; %8 HTTPS IEE3AEE Domain 5 )\ IS4 EHK
Protocol
Public Key F11 Private Key,
Note:

o VIRIPRXA HTTP B , &3 pod AIIBIIHRERK IP Bis4& Ei%vile) MinlO |, TTHRAECE IP
SRS ; SR R FTE I HREUK 1P EHGGR) MinlO |, SEFIEE VIR, NEF3hE
& P SIgERET ; SMTRIIR) ] BRI I BB 1P (A,

o AIEMNNCH HTTPS B, S£BENSMATTIAEIT IP Vi) MinlO, FFhECERIN IP 5%
HAERBAS IR Z ST , A B8BTS ZIEE AR, || Access Method |

* NodePort : ZEE/MTETREN LIFEREERA , #RFREZISMNE. BLEIHA I
i, BER VIP T A AT ARIES 7] A

» LoadBalancer : B tazE8E 8 A MER EinRS . FRIMEHAEUIERCSHE
MetalLB fffF HAMIH AT A 1P, |
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kubectl get svc -n <tenant ns> minio | grep -w minio | awk '{print $3}'

NIETS
TE

N~

e ¥4 tenant ns EMAXFRHBLBZ LA minio-system .

e 7~f5l : kubectl get svc -n minio-system minio | grep -w minio | awk '{print

$3}"

2. %HE mc 654,

wget https://dl.min.io/client/mc/release/linux-amdé4/mc -0 /bin/mc && c

hmod a+x /bin/mc

3. BCE MinlO &£8514.

e |IPv4 :

mc --insecure alias set <minio cluster alias> http://<minio endpoint

>:<port> <accessKey> <secretKey>

e |PV6 :

mc --insecure alias set <minio cluster alias> http://[<minio endpoint

>]:<port> <accessKey> <secretKey>

o iﬁﬁﬁ:

mc --insecure alias set <minio cluster alias> http://<domain name>:<p
ort> <accessKey> <secretKey>
mc --insecure alias set <minio cluster alias> https://<domain name>:<

port> <accessKey> <secretKey>
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e minio endpoint IEEHIE 1 HIKENH IP Hit.
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e |PVv6: mc --insecure alias set myminio http://[2004::192:168:143:117]:80
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e 154 : mc --insecure alias set myminio http://test.minio.alauda:860
O7Apples@ 07Apples@ EBY mc --insecure alias set myminio

https://test.minio.alauda:443 07Apples@ O7Apples@

4. §132 bucket,

mc --insecure mb <minio cluster alias>/<bucket name>

BN EOH

BIE bucket J , AI{E M 1T L1Z3042] bucket , B bucket TEREBX .
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1. I AT L&A . FLEERXH , tBRATBE.
touch <file name>

2. _H{E324%) bucket,

mc --insecure cp <file name> <minio cluster alias>/<bucket name>

3. A bucket FHIX M , BHALIEZRTN,

mc --insecure ls <minio cluster alias>/<bucket name>
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4. kR _EAZRS A,

mc --insecure rm <minio cluster alias>/<bucket name>/<file name>
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