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 Variable Replacement : X35 REIEETT

Monitoring Dashboard

Dashboard

HIEHEREZ T HAXRERNES | RERCCRENBENE, SKFRIENH RS, 7TIR1TE
B ERTEAR .

Panels

AR 2 S BIRI TR | SIS FhRIREL,

Data Sources

EEBIRRNECE ., BRT{COF AR SRR N EIAMHENEIER | EASHFEE X BRIR.

Variables

ZEFENMENS R , TRTIEREN, B IR EEES , TSRS
Ft , SSHEIERA A SIS,
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0 Alauda Container Platform Q

eSS

EARETR HEEHE BAEE

EEFRAMRENTER ThEERLIR Themid

& & Prometheus / VictoriaMetrics 77  EEINRE FEThEE

BEFANETEXHFBTER IhRei s BRARS S

& A SNaRTERR BT Ul AR R B ARANA
B CL U mIREE TBENAEAR
B CLI Pl EHEE BRI

B

B IR

Theemid

EIBYHSEAR BFRETEIE

E1% panels ShAsiEk

BT CLI U2 M 4% iR £ e

F RN E A

E E X Blackbo
BT CLI plEE

ZEER


http://localhost:4173/container_platform/zh/
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0 Alauda Container Platform Q

TEpRETE

F AT ARGET Prometheus / VictoriaMetrics WEEKITERR, A3AHRTE S S EH XL
s
EAR.

B=x

BETFHAHRERTENR
&% Prometheus / VictoriaMetrics 1ZAEHRIFT A TERR
k23S
BRAEDIR
BEFANEE XHFTHTER
23S
BRAESIR
S RAMEBTER
U2 Sas

BAESIR

BEFaErRERTEMR

FERNERAHNEITAIGEBE serviceMonitor HEURERMTER. FATHIERET
/metrics ﬁﬁ%ﬁ“/&% féfﬂuﬁﬁu‘Fﬂ?{ﬁlJnAﬁéﬁﬁqiéﬂP%4\23#%%94]#5% :


http://localhost:4173/container_platform/zh/

FEFRETE - Alauda Container Platform

curl -s http://<Component IP>:<Component metrics port>/metrics | grep 'TY

PE\ | HELP'

B

& & Prometheus | VictoriaMetrics 12K FT B 545

EATABEEE T ARTERS IR , BENEETXEIENRE I H PromQL,

R 5 AF

1. #R2 3BV ~ Token

2. ME KB A ik

BITA T4, BIE curl ZHKERFEARIIEK :

curl -k -X 'GET' -H 'Authorization: Bearer <Your token>' 'https://<Yo
ur platform access address>/v2/metrics/<Your cluster name>/prometheu

s/label/__name__/values'
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Bl

"status": "success",
"data": [

"ALERTS",
"ALERTS_FOR_STATE",
"advanced_search_cached_resources_count",
"alb_error",
"alertmanager_alerts",
"alertmanager_alerts_invalid_total",
"alertmanager_alerts_received_total",

"alertmanager_cluster_enabled"]

BARFANEEXHFTBTEMR

ATHRARAFPER , FERET KEE BiEtr. CAECE T EEIZmARE AT DUE R XL
bR , THEBITEN. U FABINAEEXLLSHR,

GO
1. #REFKEV A - Token

2. FE AR it

BITAT®4 , BIE curl #HREFEMRIIEK :

curl -k -X 'GET' -H 'Authorization: Bearer <Your token>' 'https://<Yo
ur platform access address>/v2/metrics/<Your cluster name>/indicator

IS 1

Bl
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{

"alertEnabled": true, e

"annotations": {

"on": VRIS CPU RIS,

"descriptionEN": "Cpu utilization for pods in workload",
"descriptionzH": "itELBHFAIIM CPU FIFZER",
"displayNameEN": "CPU utilization of the pods",
"displayNamezH": "JHEZA¢hREM CPU FIFAZ",

"en": "Cpu utilization for pods in workload",
"features": "SupportDashboard", 1’
"summaryEN": "CPU usage rate {{.externallLabels.comparison}}{{.exte

rnalLabels.threshold}} of Pod ({{.labels.pod}})",
"summaryZH": "Pod ({{.labels.pod}}) # CPU {#fBZ% {{.externalLabel

s.comparison}}{{.externalLabels.threshold}}"

3

"displayName": "JTEAHFRIRM CPU FIFZEK",

"kind": "workload",

"multipleEnabled": true, (@

"name": "workload.pod.cpu.utilization",

"query": "avg by (kind, name, namespace,pod) (avg by (kind,name,names

pace, pod, container) (cpaas_advanced_container_cpu_usage_seconds_total
iratesm{kind=~\"{{.kind}}\", name=~\"{{.name}}\", namespace=~\"{{.names
pace}}\",container!=\"\", container!=\"POD\"}) / avg by (kind,name,nam
espace, pod, container) (cpaas_advanced_kube_pod_container_resource_limi
ts{kind=~\"{{.kind}}\", name=~\"{{.name}}\", namespace=~\"{{.namespac
e}}\", resource=\"cpul\"}))", ‘a
"summary": "Pod ({{.labels.pod}}) B CPU {#fZ {{.externallLabels.co
mparison}}{{.externalLabels.threshold}}",
"type": "metric",
"unit": "%",
"legend": "{{.namespace}}/{{.pod}}",
"variables": [ e
"namespace",
"name",
"kind"

L AIENE A ATRESE
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2. LI R A XIF AT EER
3. ZfE R AT TEEZ RIREE
4. ZFERRE LA PromQL 154
5. %3845 PromQL ERF A B E

SR ASNIRTERR

&7 FEaRNETEIRI , BRI PAEIT ServiceMonitor 3% PodMonitor &N AEE=
AN ARZERFEIR. AT Pod R RRIER—E R Elasticsearch Exporter A4
1AA.

AU 551

e AFHBEIEEHEORFER. AU BREHNALREE cpaas-system AT
8, FHERZET http://<elasticsearch-exporter-ip>:9200/_prometheus/metrics ¥mrL.

BRAEDIR

1. 8J& Service/Endpoint PA{ Exporter &ZFZEF5H5
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apiVersion: vi
kind: Service
metadata:
labels:
chart: elasticsearch
service_name: cpaas-elasticsearch
name: cpaas-elasticsearch
namespace: cpaas-system
spec:
clusterIP: 10.105.125.99
ports:
- name: cpaas-elasticsearch
port: 9200
protocol: TCP
targetPort: 9200
selector:
service_name: cpaas-elasticsearch
sessionAffinity: None
type: ClusterIP

2. fJ3# serviceMonitor XYHRIEABHKIN FAREHTER :
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apiVersion: monitoring.coreos.com/v1l
kind: ServiceMonitor
metadata:
labels:
app: cpaas-monitor
chart: cpaas-monitor
heritage: Helm
prometheus: kube—prometheusa
release: cpaas-monitor
name: cpaas-elasticsearch-Exporter
namespace: cpaas-systeme
spec:

jobLabel: service_namee
namespaceSelector: e

any: true
selector: @

matchExpressions:

- key: service_name
operator: Exists

endpoints:

- port: Cpaas-elasticsearch@
path: /_prometheus/metricse
interval: 603@
honorLabels: true
basicAuth: e

password:

key: ES_PASSWORD

name: acp-config-secret
username:

key: ES_USER

name: acp-config-secret

1. ServiceMonitor [ 42 Prometheus ; operator £%R1F Prometheus CR ]
serviceMonitorSelector BLE S NTX A/ ServiceMonitor &R, 2N3R ServiceMonitor
HIARZEAILAE Prometheus CR ] serviceMonitorSelector ftE , WX

ServiceMonitor "&# operator 14535,

2. operator £4E3E Prometheus CR [] serviceMonitorNamespaceSelector BtE ST
P4y 4 Z5[B)fK) ServiceMonitor ; 05 ServiceMonitor ~7E£ Prometheus CR ]

serviceMonitorNamespaceSelector & , RIi% ServiceMonitor N4 operator ¥

73
Lo
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3. Prometheus Y EEITEFRAIRII— job AR |, {EAXTLY jobLabel ) service AR

E.
4. ServiceMonitor #£4F namespaceSelector & ILECXF V(K] Service,
5. ServiceMonitor tE#F selector FC&ULHAC Service,
6. ServiceMonitor 1R3jE port BCEULEC Service Hum .,
7. 7[8] Exporter Ii&12 , BRIAK /metrics,

8. Prometheus #[(HX Exporter F54RE[BIfF.

9. aNERyiA) Exporter BAREEIAE , MEFRIAESE ; th33F bearer token,

WEFEAR.
. }& ServiceMonitor 2 &% Prometheus 1%
Vil V2B Ul , EF R BTFETE job cpaas-elasticsearch-exporter |

o Prometheus Ul #3lk : https://<Your platform access

address>/clusters/<Cluster name>/prometheus-0/targets

 VictoriaMetrics Ul #Bi3it : https://<Your platform access

address>/clusters/<Cluster name>/vmselect/vmui/?#/metrics

tls A
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aEEH

B=x

ThAEMER
TEIRE
THAEEIASY
o Ul pREER
AR &1
BRAELIR

A5

B CLI pIERIREE

HIFE &
BAESTR

R

i

B CLI RIS MHEE

B S0
BRAIESTR

W EEER
235
BRIEDTR

BIER AR

LR
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BEEEFH

-
HEE

I8 - Alauda Container Platform


http://localhost:4173/container_platform/zh/
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ThREMER

FANSTEEHEYREE ERIA 2T AN ANASHE . BLFATCRHKASEEN
RERBENETERN , BERECNEERIRMNREENSG) , AN R8N EE
RRAR.

TR FaBHERERWE AR, #UESBRIRTCENEE A EM IR ERE , K2
SR =AY/l SRR SR

FEINRE
e NEASIEZER : ET% WHESHEBE , MZEETREZHN , EAHT global £HEf
MI{Etaai &R,

o BEMNEFEMN : IFETZFHIRIRIEEEMN , BIETURKITEIR, B %S
PR, REREW, FEHEEENF QS 0E.

o HERIREE | STIFQRMEEIRENEERIR , BT HRENATIEOEIR.
o BEBMEM  SHFEISMHREFTEEEHELZEAR,
s

o FEARRS : XAFEEEETEMIFEE  BRARABARKEIZEBNETEREE.

%

. RNEEEE | RHRNAE | SR RRMILTE BRSO RNE RRE SRR,
o HENFEEF  TIFEF—EFMBINMNEEEZELT , AEEE A RMNEE ST s
HEZNE
NDPAT
IHRELH

o WREBERSME VAR, TR, THEAGSZMRIREENGEE , NEFENAGEE
R, TTRASMCERN AT (ER.
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BARSSHIAR N ECE |, RSB R ; EEARNE , T ARA

o [BEAIEN  SE@EMEIME , BRENEAIEM , THLREEFEHE , KAEHN
B[],
o BUREHE™H | TERIIEITFTE  BRELEEERLE.

J Ul G2 & E R

R 55 AF

. BREBNFN (SREREEHELEMN)
. ERFERERRNREAN (ARET IR S S RITAR)
. BFREMEREAGEHAGTIEEREAN (ARETREANFHOELRBITAE) .

BRAELIR

LN sl > FE > EERE.
2. R BIEEERRS.
3. BLEEAHEE.

« BRBHIASHME LI (1164 T deployment ;R7)
. BRSNS

o RERSUHIANEE , FERRBHFNN LR,

C RSN (LRSI,

o SAGLEN  REAHHFERNFAR (0 cert.” ) .
B

o IREMARSEMHNRNEERE (20 Pod KERF)
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o BAEFIEERIR TR RIR , STFFEINREFRMABTIR.

En=g s Wl

Rt AINEEAR , ARIEEZEFAEEN TSN

TIREZESW
el ViR
Prometheus MXHEITTEAREIEFIAT | 20
Expression rate(node_network_receive_bytes{instance="$server", device!~"10"}
[5m])
Metric Unit B X SIstEr i , T FSM ASATFATIR S EF
Legend . .
EHE RPN EFR , A {{ LabelName}} , fIZN {{.hostname}}
Parameter
Time R N
HEEHERNEREEH
Range
Lo
’ AENEENSE (4 Eror) | SABWTEY FIF OR &
Content
Event EHFERBEFE (Reason , ] BackOff, Pulling. Failed %) , AEWFER
Reason Z [A1F OR i&E#
Trigger HAbBOEER . HESREMNFENEERNENG (k) . RIESIE/RERE
Condition HHESEZLRENLR R RN EERETCE NS R MR SRS E.
ot Level 4324 Critical, Serious, Warning 1 Info P92k, RIARIE A ZHL NIV - ISR
alert Leve
BIEREN N RIFREEER.
LS
2 Wt
Time Range EHERREREE O
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2¥ WiEA
Event Monitoring Item XFURIEEHEANSIEHRR , 2ANFE AR OR &
Trigger Condition BETFEHHERTIRR IR
alert Level S5RIREEERTE XAHEE
Hftbhc &

1 EFE—N S EAR B R
2. R EEERILREE.
o 2/ : EAFAIALE.
o BEN : IREEEFREERNRIKARIERER.
o WEFAERN , (NIESEMAIIRRITRIXIBA.

H At A

1. FEEENRNKE L EIF |, AR EREMNEHE.
2. FREMFERNELEES % Prometheus Alerting Rules Documentation 7,

3. EE  MBEPAEMFA svalue TR, TTRESHEZERE.

R 551

o BREBEXNKRE (FHRIEBNEEBEM) .
o BNREHETKREEAN (PIRETHRIEERNEERBINLE) .
o BNENCTKASHFHRAGNREXEANT QEETHENEANSTERMITLE) .

BRAELIR


https://prometheus.io/docs/prometheus/latest/configuration/alerting_rules/
https://prometheus.io/docs/prometheus/latest/configuration/alerting_rules/
https://prometheus.io/docs/prometheus/latest/configuration/alerting_rules/
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1. 313 YAML BCE XU , 945 example-alerting-rule.yaml .
2. 7£ YAML 70 PrometheusRule &IFRFFIREZ. PAT/RBIEIE T 44 policy HIFTEZ5%R

B :
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apiVersion: monitoring.coreos.com/v1l
kind: PrometheusRule
metadata:
annotations:
alert.cpaas.io/cluster: global # S & EEi AW
alert.cpaas.io/kind: Cluster # 7#Fjjizeil
alert.cpaas.io/name: global # #ixi5:, ZirsA. 2% (H | 2% 2dfE
(.*)
alert.cpaas.io/namespace: cpaas-system # 505 ifran o8], SFH
Nz (B | %) sfEE (%)
alert.cpaas.io/notifications: '["test"]'
alert.cpaas.io/repeat-config: '{"Critical":"never","High":"5m", "Med
ium":"5m", "Low" :"5m"}"'
alert.cpaas.io/rules.description: '{}'
alert.cpaas.io/rules.disabled: '[]'
alert.cpaas.io/subkind: "'
cpaas.io/description: ''
cpaas.io/display-name: policy # 5 E5HHL TIRAHR
labels:
alert.cpaas.io/owner: System
alert.cpaas.io/project: cpaas-system
cpaas.io/source: Platform
prometheus: kube-prometheus
rule.cpaas.io/cluster: global
rule.cpaas.io/name: policy
rule.cpaas.io/namespace: cpaas-system
name: policy

namespace: cpaas-system

spec:
groups:
- name: general # 2 HIJZH 4k
rules:

- alert: cluster.pod.status.phase.not.running-tx1lob-e998f0b9485
deeleade5ae79279e005a
annotations:
alert_current_value: '{{ $value }}' # M{aid4y], F3FoA
expr: (count(min by(pod)(kube_pod_container_status_ready{}) !
=1) or on() vector(0))>2
for: 30s # JFZLhd(A
labels:
alert_cluster: global # & &Rtk
alert_for: 30s # JHZifdE
alert_indicator: cluster.pod.status.phase.not.running # =%
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alert_indicator_aggregate_range: '30'

alert_indicator_blackbox_name: ''
alert_indicator_comparison: '>'
alert_indicator_query: "'
alert_indicator_threshold: '2'
alert_indicator_unit: ''

alert_involved_object_kind: Cluster

alert_involved_object_name: global
alert_involved_object_namespace: ''

alert_name: cluster.pod.status.phase.not.running-tx1ob

alert_namespace: cpaas-system
alert_project: cpaas-system
alert_resource: policy

alert_source: Platform

severity: High

it CLI Al Sy

HIIR 5 AF

- CECEBMARR (ATEEBNEEEM) .
o BNEHOTREEAN (MEETRIEERNEEREINLE) .
o BNERCRRASHFHRAGNREXEANT QEETHENSANETERMITLE) .

BRAEDIR

1. 713 YAML ECE XS , 94~ example-alerting-rule.yaml ,

2. 78 YAML X780 PrometheusRule BIFRFFIRAE. PATFRBIEIE T £ 4 policy2 HIFEE
R -
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Lot

apiVersion:
kind: PrometheusRule
metadata:
annotations:
alert.cpaas.io/cluster:

alert.cpaas.io/events.scope:

&1 - Alauda Container Platform

monitoring.coreos.com/v1l

global

"[{"names":["argocd-gitops-redis-ha-haproxy"], "kind":"Deploymen

t","operator":"=", "namespaces":["*"]}]"
# names: FMHEEMRIRLIR HR/IRAT, operator JLio
# kind: filZRSEAHEZRRIRRE,
# namespace: IREBHEEXNRFEMBEGETH. THARTEGETHRIR 4 n

s A [''] FRRBBLETE,
# operator: &z =, =, =-,

alert.cpaas.io/kind: Event # &5&2¢7), Event (%Eﬁﬁtéé)
alert.cpaas.io/name: '' # FWREE(ER, S{HEEA
alert.cpaas.io/namespace: cpaas-system
alert.cpaas.io/notifications: '["acp-qwtest"]'
alert.cpaas.io/repeat-config: '{"Critical":"never","High":"5m", "Med
ium":"5m", "Low":"5m"}'
alert.cpaas.io/rules.description: '{}'
alert.cpaas.io/rules.disabled: '[]'
cpaas.io/description: ''
cpaas.io/display-name: policy2
labels:
alert.cpaas.io/owner: System
alert.cpaas.io/project: cpaas-system
cpaas.io/source: Platform
prometheus: kube-prometheus
rule.cpaas.io/cluster: global
rule.cpaas.io/name: policy?2
rule.cpaas.io/namespace: cpaas-system
name: policy2
namespace: cpaas-system
spec:
groups:
- name: general
rules:
- alert: cluster.event.count-6sial-34c9a378e3b6dda8401c2d728994
ce2f

# 6sial-34c9a378e3b6dda8401c2d728994ce2f A HE X LMFIEME—

annotations:
alert_current_value:

expr: round(((avg

H

"{{ $value }}' # HpiEEZN, RFEFZHA
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by (kind, namespace, name, reason) (increase(cpaas_event_count{n
amespace=~".*" id="policy2-cluster.event.count-6sial"}[300s])))

+ (avg

by (kind, namespace, name, reason) (abs(increase(cpaas_event_cou
nt{namespace=~".*",id="policy2-cluster.event.count-6sial"}[300s])))))

/ 2)>2

for: 15s

labels:
alert_cluster: global
alert_for: 15s

alert_indicator: cluster.event.count
alert_indicator_aggregate_range: '300'

alert_indicator_blackbox_name: ''
alert_indicator_comparison: '>'
alert_indicator_event_reason: ScalingReplicaSet
alert_indicator_threshold: '2'
alert_indicator_unit: pieces
alert_involved_object_kind: Event
alert_involved_object_options: Single
alert_name: cluster.event.count-6sial
alert_namespace: cpaas-system
alert_project: cpaas-system
alert_repeat_interval: 5m
alert_resource: policy2

alert_source: Platform

severity: High

JEEER IR & E R

HEERES X SR RN S EANFE R NA S, B HEER , o] DU R A
A bR, TRENTEAHSIZEERE,

R 551

- BEREBEXNKKE (FHRIEBNEEBM)
o BERCTKREZRAN (QEETREERNELRIENNE)
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B EHEEIR

1. BEMSIMERT 40 > 5% > FER-R,
2. Rt PR EERIR,
3. BLE HEERANEMMER.
4. 75 HEAN XIF , ol BRINEEAN , RIEL TS HORARMNEERR
M 1t
Prometheus #H I TEREIERER | 20
Expression rate(node_network_receive_bytes{instance="$server",6 device!~"10"}

[5m])

Metric Unit B X EIETEAREAL | AT F RN NS & TS s P et

L d
e9en peIEEREA A &FR  ARA (. Labelnane)} , BIR1 {{.hostname})
Parameter
Time \
HE/SEHEERRREOD
Range
Lo
? ARNAEATE (4 Error) | $AEWFE A OR i
Content
Event EHERBWFE (Reason , ] BackOff, Pulling. Failed %) , 2AEIRTFER
Reason Z |8 OR &3
Trigger e
" LBz E R, SEREMFFEN RE RIS (
Condition
ert Level 434 Critical, Serious, Warning #1 Info PQ/N2%, AIARIESZA NN b £ 172
alert Leve
ISR E X N RIRR S EEER,
5. mir B,

FREERR AR SE R

1 AEMSHR RS 0 > 5% > S8R, 12K : TBE ISR BRekEt.
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2. Rl PR EERE IR RITRM > BRI EERE,
3. BECERRN S , 2T

e 169

ki SEREE NG SR AT, BARRER, TR EAEA%, ST AR

& 7K PR R SN, AR,

5R \ _ e e - _

o AR B, TR RR A MR | MR RRA TR,
4. [t Bl

EER= 0N

SFFEREE. TRATREAMHNEEHTHMRE. B EEERBTEHE , TRUTH
AEBREE T AANESIAAMMA N AR IZEMHEE. STHIKXFHRMN A E LI EFEK.

BN FETFHRSAERE |, A2 RIFATREEIRERES , SBREFEME | BHEARETR
BAHPTT AN ER R EEE A, R E S ERIEF R DUE SR ZE .

TR SRS ERIGE RN | SREER 8 3ER.

Bt UiRE
1. FEMSAIAE nd 240 > HE > HERK,
2. AT EFHINNEZ RIS G WERERE > REHE.
3. Ul HEHE FREFBKRE.
R BIFRITHEBSMRE R BEY. BUHSMAFRAFFX.
4. IR URERECEA RS ¢

1R« AREEFICTESRIEARR , BN EE , FoRREE BIBRIRIN IR ST
MEREERRARINASER SE R ; ST 2w, (U HRRET RICCEAER , REK) MR
m R AL,



FRER
Bief 8]

5. At WE.
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UiA

PR EA B RIFTEE.

PR B AT XTI RIRXT R A FR.

EEHIOMETEE, STHERRIRTAR SRS | ISR E S
LRI TELRERMEEE , WREELEM. KA HIRRERSEEER
m IR, BN R HRIFATIA R | BRI DT 5 54,

7R - NREFFRERFROTIGX BRI, SRR RORN ST , UTRIRIRA
AN A S IER ZXEH ; HURTREERE , SERERTA K+, AN S
BIARRIEBAN.

BT CLIEE

1 EEBREHMNEERBRIBELHR , PUTUA T4 -

kubectl edit PrometheusRule <TheNameOfThealertPolicyYouWantToSet>

2 FBRBMEBURIR , IIER IR R L.
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apiVersion: monitoring.coreos.com/v1l

kind: PrometheusRule

metadata:

annotations:

alert.cpaas.

alert.
alert.
alert.
alert.
alert.
alert.
alert.

alert.cpaas

cpaas.
cpaas.
cpaas.
cpaas.
cpaas.
cpaas.

cpaas.

io/cluster: global

io/kind: Node

io/name: 0.0.0.0
io/namespace: cpaas-system
io/notifications: '[]'
io/rules.description: '{}'
io/rules.disabled: '[]'
io/rules.version: '23'

.i1o/silence.config:

"{"startsAt":"2025-02-08T08:01:37Z", "endsAt" :"2025-02-22T08:01:37
Z","creator":"leizhu@alauda.io", "resources":{"nodes":[{"name":"192.168.
36.11","ip":"192.168.36.11"}, {"name":"192.168.36.12", "ip":"192.168.36.1
2"}, {"name":"192.168.36.13", "ip":"192.168.36.13"}]}}"

alert.
cpaas.
cpaas.
cpaas.
cpaas.
labels:

cpaas.io/subkind:
io/creator:
io/description:
io/display-name:
io/updated-at: 2025-02-08T08:01:42Z

leizhu@alauda. io

policy3

fo B & ZEANIAEIX

FENEEMNHAEEELF. TTRBE RN EEMN ]
WHEREEZEMNETFIELTIES | iR EE X ANIEERE

AE
X

SHEENE , WGN4EHPRiE, 2
B K , XRFEH.
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REFRRDIOFTAN : (NARHREFEFREOAN, B HIHMERMN , JUMEES
EEMET R EEEKAR,

RIFAPKTARREA - Q2@ A AERAALR , MARPKIRARR ., XH , HAEXERH
NS, ArReEIEE , Fadt— S REMASERREA. HREIEEZHR /D THEEKM
UFSE &

A FERAIFIEETER  BEPHPLERER , URFHER PP I KB F T
B, REFEIAAR , BT ESESERSIEE R , BRGNP EFTAN, Bt
BEENAANFREECIZFAN , BT RAEEERAR.

REUBWNEZEE  QIRSTEEEN , MEEERER, TTREREMEIURE. EENE
WifeiE | R AHFE SRR ERHEER , TR AREEHEBE R H IR,
BIREERA : AN ECERR , TeRA AEERLR S EN NV, 5120 ,
B ERHRA Critical , FRRMERA RFIALEXKEITE), B RETELRS , FEIR - FIRT
HTEIMNALEE , BRAZFBSE R ILLHE,
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B ETE

B=x

ThEEMLIA
FEINRE
BEIARS 25
B ETHARS 2
HR4 AR 5525
Webhook 247U fR %58
BEHEXARAA
TBRIAEAR
B IE FNEAR
SETE
R AR T ARICIE S
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apiVersion: vi1i
kind: Secret
type: NotificationServer
metadata:
labels:
cpaas.io/notification.server.type: CorpWeChat
cpaas.io/notification.server.category: Corp
name: platform-corp-wechat-server
namespace: cpaas-system
data:
displayNamezh: 1Mig{s
displayNameEn: WeChat
corpIld:
corpSecret:

agentId:

2. e  BEFAN ArAesiE > Brel SN PAGEE PEFR IR BIE
VS ID , THRA FREIER RWUEE.

5T5]

1L RBRAT/RBIECE B AR S 25 28, HES R , VIRE SHEHE > RREHE T
global £&f , AERTENR.
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apiVersion: vi1i
kind: Secret
type: NotificationServer
metadata:
labels:
cpaas.io/notification.server.type: CorpDingTalk
cpaas.io/notification.server.category: Corp
name: platform-corp-dingtalk-server
namespace: cpaas-system
data:
displayNamezh: £T4T
displayNameEn: DingTalk
appKey:
appSecret:

agentId:

2. e  BEFAN AraesilE > Brel AN DAGEE PEFA K 74T
ID , TR FRELER IRUUHE.

P

1L RBRAT/RBIECE B AR S 25 28, HES R , VIRE SHEHE > RREHE T
global £&f , AERTENR.
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apiVersion: vi1i

kind: Secret

type:
metadata:
labels:

cpaas.io/notification.server.type: CorpFeishu

NotificationServer

cpaas.io/notification.server.category: Corp

name: platform-corp-feishu-server

namespace: cpaas-system

data:

displayNamezh: K$
displayNameEn: Feishu

appId:

appSecret:

2. pETAE  BEFAN ArAeslE > Brel SN PAGEE PEFAAK KB
ID , TR FRELER IRUUHE.

ARAF AR 5525

1L ZEMSHERET FERE > BHRF .
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1. EEM SR RE EFFETE > &5,
2. | global HERFEMIRIEIRM >CLI LA,

3.7 global &EHHIFNTRPUITUATHS :

kubectl patch secret -n cpaas-system platform-wechat-server -p '{"dat

a":{"enable":"dHJ1ZQo="}}"

32K 1 dHJ1ZQo= 1 true K] base64 gty ; HEZH ¥ dHI1ZQo= FEi#A
ZmFsc2UK , Bl false [ base64 4ghd.

ETETEENLZS A
1. EEMS AR RE EFETE > &5,
2. Bir global EHEEFMIRIEIRM >CLI LA,

3. £ global HEHMIETRPITUTHS :



B4ENEE - Alauda Container Platform

kubectl patch secret -n cpaas-system platform-dingtalk-server -p '{"dat
a":{"enable":"dHJ1ZQo="1}}"

32K 1 dHJI1ZQo= 1 true X base64 gty ; HEZH | ¥ dHI1ZQo= EA
ZmFsc2UK , Bl false f] base64 4ghd,

KBEAN A
1. EEMS I nE ERETE > &5,
2. AT global EHEFFMIE/ERM >CLI LA,

3.7 global EHNETRPITUATHS

kubectl patch secret -n cpaas-system platform-feishu-server -p '{"dat
a":{"enable":"dHJ1zQo="1}}"

327R : dHJ1ZQo= £ true ] base64 gty ; HEEFH % dHI1zQo= A
ZmFsc2UK , B false f{] base64 4gig,

Webhook fiz%-z%
1. EEMSHIAE md R8T > &3,
2. mifi global HEMFZHEH/ERA >CLI LA,

3.7 global &EHHFNTRPITUATHS

kubectl patch secret -n cpaas-system platform-webhook-server -p '{"dat
a":{"enable":"dHJ1ZQo="3}}"

27K : dHJI1ZQo= £ true {{ base64 Yghl ; ZEEM , ¥ dHI1zQo= FHih
zZmFsc2UK , B false f4] base64 4gfg,
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feis : AR bRIES H , REMBDERINEE.
FIRIFT : AIERS I EHERT FF AT
BIREFRFBANL : AETASBERT LA,

B AR R XARIEIES HTML PR AR ARE.

BT CLI Bl iniwEiR

1. 3134k example-dashboard.yaml [ YAML BCE {4,

2. £ YAML X {Eh A0 MonitorDashboard &iBIFiE3:. AT RBIGIZE 4 A demo-v2-
dashboardl )%= :
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kind: MonitorDashboard
apiVersion: ait.alauda.io/vlalpha2
metadata:
annotations:
cpaas.io/dashboard.version: '3'
cpaas.io/description: '{"zh":"f#&R{EE", "en":""}' # AT
cpaas.io/operator: admin
labels:
cpaas.io/dashboard.folder: demo-v2-folderl # V{43¥
cpaas.io/dashboard.is.home.dashboard: 'False' # 24 AT @i ?
name: demo-v2-dashboardl # ##F
namespace: cpaas-system # @458 (A S EAIES T ns)
spec:
body: # FIA{EEFH
titlezh: EHMBRER # PUEREHNEFER (AFBIETIOES FOE)
title: english_display_name # S BoRAMNE T (AT RAASRIOES Ml
#) NEmRAREIGERRE.
templating: # BFEVAE
list:
- hide: 0 # 0 FRRANIER ; 1 RR(USRIRE | 2 RIRAFEMHELAE
label: &8 # NEXEERAR FERIMESREAXMNEIR, MEIA cl
uster)
name: cluster # NEAEZFR (H—)
options: # ENNHIEM ; HEWMREEENIEMEKEEE, BNERA option
So AIREEAME (—R(NATRERIAE)
- selected: false # E4ZLAMT
text: global
value: global
type: custom # BENEZERE ; BAl{IXIFHNE (custom) MEM (quer
y) (A Grafana £XFEEEENXE (FARESETAEBENEE, AXFES) )

- allvalue: '' # E&ELE, HEIKIA xxx|xxx|xxx #] options ; I[iXE

allvalue #{7H# (Grafana FRERMFIAEMBHIEA xxx | xxx|xxx, WEEHRF—H)

current: null # ZEYUHE | KRENZNASIRE—

definition: query_result(kube_namespace_labels) # &ifFik

hide: @ # 0 FARALIR ; 1 FRARNERARE ; 2 FRAREMEIE [R5

includeAll: true # E40fFEEE]

label: ns # NEZEBREHR

multi: true # EAMFEIE

name: ns # =2 (E—)

options: []

query: ''

regex: /.*namespace=\"(.*?)\".*/ # ArE{EiEHEN|ZR A
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sort: 2 # #ffF 1 - HFFR 2 - BFFY (FOCHFEIMFAF) 03 - FH
F¥F ;4 - BFRF
type: query # Hi VAr=Ze0)
time: # [@ARETE
from: now-30m # JTiAETS(E]
to: now # ZE5EAT[A]
repeat: '' # {TEREE ) EFAENXE
collapsed: 'false' # {rifZal/EIfilE
description: '123' # ik (hRillJE2iFE00)
targets: # 2R
- indicator: cluster.node.ready # F5ir
expr: sum (cpaas_pod_number{cluster=\"\"}>0) # PromQL Firz
instant: false # ZHET true FoREVEE—BZI%E
legendFormat: '' # [£{|
range: true # ZEIEEIERTEOAE XA
refId: 1E#r1 # PIRIRBRERE—IFR
gridPos: # HER{IE{EEMRRE
h: 8 # 5/
wi 12 # WE (REME 24 #%)
X: 0 # MWEUE
y: 0 # YPEUE
panels: # panel %
title: EFXRArM tab # panel &k
type: table # panel Z&HY ; BRiX3F timeseries. barchart, stat. gaug
e. table. bargauge. row, text. pie (Mi#sE. B aE. HHREBET drawStyle Bt
ACE)
id: a2239830-492f-4d27-98f3-ch7ecb77c56f # IE—FrH
links: # ¥
- targetBlank: true # A& mfTH
title: '"1' # &#x
url: '1' # URL HbhE
transformations: # ZiEiii
- id: 'organize' # F organize; ATHIF. ARINF. BRFER. 2468
I
options:
excludeByName: # [Zjil7F
cluster_cpu_utilization: true
indexByName: # ¥
cluster_cpu_utilization: 0,
Time: 1
renameByName: # 75
Time: "'
cluster_cpu_utilization: '222'
- id: 'merge' # &R
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options:
fieldConfig: # X panel JEMEFISMNI
defaults: # ZLARCE
custom: # HiEMEEENE
align: 'left' # FTIEXFAI : left, center, right
celloptions: # FEA&EEEE
type: color-text # (UG AHEMEES
spanNulls: false # true & null {8 ; false A& W5 == 0
® 0 EE null &
drawStyle: line # panel Z&4U: line, bars JAtHIKE, points Ay
&
fillOpacity: 20 # drawStyle A area Bf7EfE (BRIANZIFECE, are
a ZAA 20)
thresholdsStyle: # HLEEE TR (HA{UEZEL)
mode: line # BEBRIEI (area BAEIASHF)
lineInterpolation: 'stepBefore' # [iSENLE ; Zh {45 stepBe
fore (JR&IF stepAfter)
decimals: 3 # /| Aduh
min: @ # H/ME (BRIAXIFREEE, (NFEEEIAN)
max: 1 # & AE (NHEALE{Y stat gauge barGauge pie &M)
unit: '%' # FH{y
mappings: # ¥WEMSEE (BHXGHF value M range A ; ¥iE X3
FIRZERY )
- options: # A{EEREIHLN
"1': # STNVEE
index: 0
text: 'Running' # #{E4 1 BEJR Running
type: value # #{EiRgfZeil
- options: # [X[a)R gL
from: 2 # [X[AliCtAE
to: 3 # XELRE
result: # BREFEE
index: 1
text: 'Error' # 2-3 [X[AE/R Error
type: range # [X|RJHRETZEAY
- type: special # fFikizSRRE A
options:

match: null # nan null null+nan empty true false

result:
text: xxx
index: 2

thresholds: # [E{ENE
mode: absolute # HERCEEI, EXERN (BIMNIFEXEMB ST
B BN UENE AT )
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steps: # H{EDK
- color: '#av772f' # [H{HEIE
value: '2' # [FE{E¥HE
- color: '#OO7AF5' # ZLMET(ERIA Base
overrides: # 7ZHilE
- matcher:
id: byName # 74 ULED
options: node # XfL/ 4 ¥k
properties: # BHALE ; id BREMNHF displayName unit
- id: displayName # TR&#7E &
value: '1' # 7Z S TRak
- id: unit # Ui
value: GB/s # H{ifH
- id: novalue # J{ETR~
value: TTEER
options:
orientation: horizontal # %%l panels /770 ; 1E/HT gauge #1 bar
Gauge (stat FL&E33F)
legend: # [EHIfELE
calcs: # WTHEAR ((NEGHEA AN BIR)
- latest # HE{UHFRHNE
placement: right # &G E (CHMEEE, ZRAKED
placementRightTop: '' # A bAilE
showLegend: true # =24 TREN
tooltip: # #E/n{5E
mode: multi # ARIXIE ((NIFFZEN) BAREEN BRTAEEIE
sort: asc # fff¥ :asc = desc
reduceOptions: # #{EitHE 7=t (FHTEEHE)
cales: # WEAR (&#H. & &K FH. KH)
- latest
limit: 3 # SHERREIYI K
textMode: 'value' # ZitEICE ; ENIEAMEB/RFFI | WHMA auto. valu
e. value_and_name. name. none (RAEEEAZIF, SAZH)
colorMode: 'value' # SItEIRCE ; & NISAMEBREEIE | WA none,
value, background (EHA value ; BEEAHF, SIERD)
displayLabels: ['name', 'value', 'percent'] # HENE BRTFE
pieType: 'pie' # #fEIZEAL ; %M pie M donut
mode: 'html' # XAEZEEMER ; &M html F richText
content: '<div>xxx</div>' # LAEZEAVNZ
footer:
enablePagination: true # F/i&/ZHN T

F BN E
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F R

ENEWMRERN |, [REM PromQLIREE WS, , SFEIRHTE MR MtEEENEARE
2%,

K% 1R
label_names() 1R [a] Prometheus FTE 7% , 20 label_names(),

IR [8] Prometheus B WMITFEARH AR E & ] ERTEE |, 20

label_values(label) label_values(job)

label_values(metric, iR [8] Prometheus FFEETEIRTIZIRE L T ERFTEE , 10

label) label_values(up, job),

IR [\ R FEAR T BUE L AIER AT A TERR S |, 40

metrics(metric) ) .
metrics(cpaas_active),

query_result(query) IR [EIFERE Prometheus BB RLER |, 20 query_result(up).

WAL R

ENEWREN , BPRE ARAENEAE , REENBENEE. UNTARNEREE

S

TEL AR

cluster label_values(cpaas_cluster_info,cluster)

node label_values(node_loadl, instance)

namespace query_result(kube_namespace_labels)
label_values(kube_deployment_spec_replicas{namespace="$namespace"},

deployment

deployment)

label_values(kube_daemonset_status_number_ready{namespace="$namespace"}

daemonset

daemonset)
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TE# ERERER

label_values(kube_statefulset_replicas{namespace="$namespace"},
statefulset

statefulset)
pod label_values(kube_pod_info{namespace=~"$namespace"}, pod)
vmcluster label_values(up, vmcluster)

label_values(kube_daemonset_status_number_ready{namespace="$namespace"}
daemonset
daemonset)

A E{F FRBI—
{£ A query_result(query) ER¥EIEE : node_loads , FEEX IP,
1. 7£ TR E $IEE query_result(node_load5) .

2. £ MEEE X5, , %S~ FIA node_load5{container="node-
exporter",endpoint="metrics",host_ip="192.168.178.182",instance="192.168.178.

182:9100"} .
3. 7 [EN)FRRZ F1HE /. *instance="(.*?):.*/ 4jE{H.

4. 7 TAEETYS XI5 , A RFIk 192.168.176.163 .

A EFERRGI—

1. RINE—AE : namespace , {8 query_result(query) K EH1E :
kube_namespace_labels , FJ2HX namespace,

s BIFKE : query_result(kube_namespace_labels) ,

o AEEMY : kube_namespace_labels{container="exporter-kube-state",
endpoint="kube-state-metrics", instance="12.3.188.121:8080", job="kube-
state", label_cpaas_io_project="cpaas-system", namespace="cert-manager",
pod="kube-prometheus-exporter-kube-state-55bb6bc67f-1pgtx",

project="cpaas-system", service="kube-prometheus-exporter-kube-state"} ,
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o 1IFMFRIXZ : /.+namespace=\"(.*?)\".*/ ,

o 7E EATN Xig , TS REIEE L/ namespace , 4l argocd . cpaas-system

+.

2. WINE_ANAE : deployment , 5| BZBIBIZRNAE :

o BTWNXE : kube_deployment_spec_replicas{namespace=~"$namespace"} .

° J—_E)n\d%‘%i:_ﬂt . /.+deployment:n( . *?)u, */ .
3. FEUHTEAR AR panel , 3| AZBTRNKAE | H40

o TEAREFR  ITHRAHT Pod RTFEM.

o 88{EXT : kind : Deployment , name : $deployment , namespace

$namespace ,

4. NN panels FRESG , B ERIRE REE TN panel (58.
FRARNETEIREESEM

l WARNING

PATHEAMEREE XN ZE namespace . name H kind , RIZHFF L% FEFE 250,

« namespace {NXFFEZFRKGETE ;
e name NFIF=FMTELHHEZAY . deployment . daemonset . statefulset

o kind {NFIFIEELITZELZ— : Deployment . DaemonSet . StatefulSet

e workload.cpu.utilization

e workload.memory.utilization

e workload.network.receive.bytes.rate
e workload.network.transmit.bytes.rate

e workload.gpu.utilization

o
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e workload.gpu.memory.utilization

e workload.vgpu.utilization

e workload.vgpu.memory.utilization
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Q Alauda Container Platform Q

HRErEH

B=x

Thaewiid
ARG
BRAENAE
raLE
ARG
BAEIAR
B E X BlackboxExporter izt
BAEINAR
B CLI AR MMM EE
B &M
BAEIMAR

ZEER

TREMER

SEAMIRETTNRERT Blackbox Exporter 353, , B A~1@id ICMP, TCP 2t HTTP 77z %T
RPITIRN | R ERI T A _E A A HIE,

5
B

KT G ERSFEIZIEMNE & BERGAE , REEEXENELER. Ya&REk

7w 0T

RS T AMRTEREN , RE TS REAINSEHETHEREEE. fla,


http://localhost:4173/container_platform/zh/
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WEAN AP EORER , 2&NITHeR R EDG KRR ZELS B -

I WARNING

RETNBEAIFTENMZARAS 3.10 R RATFHIT R _E{E R ICMP R 1Pve sk, anFEFERAtSR 6
BT MR A TR ZE 3.11 RRA L.

H2F

£ 1}
7o 11

PRSI |, "% ICMP, TCP B HTTP RN, MRS RE /O B ARttt

AU 551

ERANFERRESRNT , BT AMEITIER

BRAEIMAE
L AEEMSATR it B > Wi > BEKIE,

IR« BARIhEEIAE SIS AR TR
2. it QIR RA KIS

3. RBUA TR ER RS,

¥ WA

ICMP : BT ping I A\M B ARl g ek 1P ik |, FRNARS25 2 BT A.
TCP : it Nt Brtiit FFEER <domain:port> BK <IP:port> , FEMEH],
BTy Ak FImA .
E20 HTTP : &R BARE P URL , KEMhZE@E M,
125R : HTTP RUA BN GET 8K , 2% POSTEK , 5% BE N
BlackboxExporter {5tk
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2 1R
SR o
B ESIUESENTEIEI IR
&
Wl B rit |, &KX 128 7.

B B ARk s A A& AR BRI A AR R AR -
At ICMP : g 4&sk IP Hidik , 4120 10.165.94.31
HE

TCP : <domain:port> EY <IP:port> , {54 172.19.155.133:8765 ,

HTTP : DA http 8¢ https FF3k#) URL , #5120 http://alauda.cn/ ,

4. Ry AU,
BTN E , AT SRR ERRARMER , HETEREREMAEEERE. SN
ISR , A BIRSE , BAMARA R TLE.

I WARNING

RELTTCERNG , AEFEA 5 NN RAIRLSEE. FSMEALTHRY , ATTEEERR
MEER,

AU 554

o WIS BRRBAERRT | BIISARETER .
- BAURTMEANNE  BRACTARERS B KISTET LFULER.
RAEIMAZ

1. EEMSIE R B0 > 5 > FERE,
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R HERMASHEEE , RETRERS AT A VIR, BHARYIRENIECER S 1T
&R,

N

- R B EEIRRE.

w

ARBUATRAEER RS , EZSMERRSH QIR EERE.

o HEIE EHEE RIREE.

BURZERY  EEEE KB,

o B RN EERLN,
o HERAHY ERR BaLE
o BLWIRT IR ENEE WIT,

o FEFRBFR I EEEFBELITHELERNISIR., A YEISKFFHTENR A Connectivity
HTTP Status Code,

« Connectivity : ZIEARA] BT ATAREWEM |, bR SR “1= 17 FOREBREEIEMH
B AR AR Ak,

o HTTP Status Code : IZXFEAMNFE TR & WITERIN AT HTTP B A%, ik &
AT N = IE RS, BIANKHERE R “> 299”7 |, FRoRIEAEL A 3XX, 4XX 8F 5XX B
i A EZ,

o IBANTRRE : VEVERTRACACE OB &R .
o mifF RN,

4 R B, RXEERME , T EEERIIIRTERAR

B i€ BlackboxExporter Yimtkith

HRRT PR T ) BlackboxExporter BCE SAFF RN B E N e itith | 182 & INISIThEE, )
n, MECESXHRN http_post_2xx 183t f5 , YRS WIRKHRNAREEAR HTTP B, BIA]
B POST &K ATEHIRES.
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Z & VB E XU T8 B Prometheus ARG Z BN , BMARFRA cpaas-
monitor-prometheus-blackbox-exporter ,ﬂ*ﬁ?ﬁ@ﬁﬁ%ﬁﬁ'f@&o

l TIP

ZECE XA & TIAIMERE ConfigMap RiR , FEE FAEHEIEE ERHEHE > TREHE RiE
BEMEH.

BRAEIMAZ
1 B RE Y modules SERMEE LSS | BHBA KIRE L.

PUARAN http_post_2xx #5041

blackbox.yaml: |
modules:
http_post_2xx: # HTTP POST #RIMFEIR

prober: http

timeout: 5s

http:
method: POST # RINEKR AL
headers:

Content-Type: application/json

body: '{}' # RN HHEK AN

2o WIS E XN YAML Rl , 5% 2255,
2. BE UM E—AREREEN.

% Blackbox Exporter 254 cpaas-monitor-prometheus-blackbox-exporter 4]
Pod , 54

o PUTUAT 4548 reload AP, RIFTECE T4

curl -X POST -v <Pod IP>:9115/-/reload
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BT CLI G2 ES T mMEE

AR 5

- BEREBEMKE (FETEENEM) .

o BRI CRRERAN.

BAEIRAR
1. 132 YAML BCE XX , 545 example-probe.yaml .

2. £ YAML X470 PrometheusRule &JRFFIZAT. AR RFIBIEL A prometheus-
liveness KT EERRL
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apiVersion: monitoring.coreos.com/v1l

kind: Probe
metadata:
annotations:
cpaas.io/creator: jhshi@alauda.io
cpaas.io/updated-at: '2021-05-25T08:08:45Z'
cpaas.io/display-name: 'Prometheus prober'
creationTimestamp: '2021-05-10T02:04:33Z'

labels:
kube-prometheus

prometheus:
name: prometheus-1liveness

namespace: cpaas-system

spec:
jobName: prometheus-liveness

prober:
url: cpaas-monitor-prometheus-blackbox-exporter:9115

module: http_2xx

targets:
staticConfig:

static:
- http://www.prometheus.io

labels:
module: http_2xx

prober: http

interval: 30s
scrapeTimeout: 10s

3. #iE YAML BECE N , 45488 example-alerting-rule.yaml ,
4. £ YAML X4 %00 PrometheusRule &IRIFERS. AT RBIBIE 4 K

RHE

policy HIFTEZE
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apiVersion: monitoring.coreos.com/v1l
kind: PrometheusRule
metadata:
annotations:
alert.cpaas.io/cluster: global # S & EEiiAwx
alert.cpaas.io/kind: Cluster # 7Fjjizsrl
alert.cpaas.io/name: global # 24\ 1wl fTfr it 2k
alert.cpaas.io/namespace: cpaas-system # prometheus #4758, {FFFE0A
alert.cpaas.io/notifications: '["test"]'
alert.cpaas.io/repeat-config: '{"Critical":"never","High":"5m", "Med
ium":"5m", "Low" :"5m"}"'
alert.cpaas.io/rules.description: '{}'
alert.cpaas.io/rules.disabled: '[]'
alert.cpaas.io/subkind: "'
cpaas.io/description: ''
cpaas.io/display-name: policy # &5 E5HL TIRAHR
labels:
alert.cpaas.io/owner: System
alert.cpaas.io/project: cpaas-system
cpaas.io/source: Platform
prometheus: kube-prometheus
rule.cpaas.io/cluster: global
rule.cpaas.io/name: policy
rule.cpaas.io/namespace: cpaas-system
name: policy
namespace: cpaas-system
spec:
groups:
- name: general # 52504 Hk
rules:
- alert: cluster.blackbox.probe.success-y97ah-9833444d918cab96c
43e9ab6efc172cf
annotations:
alert_current_value: '{{ $value }}' # IBAIETHYHTE, FIF20A
expr:
max by (job, instance) (probe_success{job=~"test",
instance=~"https://demo.at-servicecenter.com/"})!=1
# EBEMEEDR, FHMEERE IR TR B ARt
for: 30s # JFZLhd(A
labels:
alert_cluster: global # & &Rk
alert_for: 30s # JHZifdE
alert_indicator: cluster.blackbox.probe.success # {5/
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alert_indicator_aggregate_range: '0' # {xiF /A

alert_indicator_blackbox_instance: https://demo.at-servicec
# REmiTERE

alert_indicator_blackbox_name: test # 240 imI&#R

alert_indicator_comparison: '!=' # JFEIEMASEGIFELE AT
alert_indicator_query: '' # HEEZ(FH, LR ENEH

alert_indicator_threshold: '1' # Z&ZHE{E, 1 Foaz@Eis, 7

alert_indicator_unit: '' # EEHNFERREL

alert_involved_object_kind: Cluster # &5 =G4
alert_involved_object_name: global # & i it
alert_involved_object_namespace: '' # SN[ EN Sy

alert_name: cluster.blackbox.probe.success-y97ah # eg%giL;mg

alert_namespace: cpaas-system # S ZH T4 77|
alert_project: cpaas-system # & /0T @0 500 E 475
alert_resource: policy # 525 fT7e &5 2 iF

alert_source: Platform # EEHNEIEZEA  platform-"F&%0E, Bu

siness-MV&¥dE

- Low

415043el4a

enter.com/

EHRN =

severity: High # &ZHNKS : Critical-k¥E, High-®&E, Medium

- 17N

alert: cluster.blackbox.http.status.code-235e1-99b0095b6b6669
e84f43bc
annotations:
alert_current_value: '{{ $value }}'
alert_notifications: '["message"]'
expr:
max by(job, instance) (probe_http_status_code{job=~"test",
instance=~"https://demo.at-servicecenter.com/"})>200
# HTTP REMEEGR, BHFIMERERE WIT L FRA B Axtit
for: 30s
labels:
alert_cluster: global
alert_for: 30s
alert_indicator: cluster.blackbox.http.status.code
alert_indicator_aggregate_range: '0Q'

alert_indicator_blackbox_instance: https://demo.at-servicec

alert_indicator_blackbox_name: test

alert_indicator_comparison: '>'

alert_indicator_query: "'

alert_indicator_threshold: '299"' # &2 HIIE{E, HTTP HKALE
GI¥, BIANRTF 299 (3XX. 4XX. 5XX) FiGR

alert_indicator_unit: ''
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alert_involved_object_kind: Cluster
alert_involved_object_name: global
alert_involved_object_namespace: ''
alert_involved_object_options: Single

alert_name: cluster.blackbox.http.status.code-235el
alert_namespace: cpaas-system

alert_project: cpaas-system

alert_resource: policy33

alert_source: Platform

severity: High

ZEEE

REEEICE X ANTTE YAMLRBIZNT
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apiVersion: vi

data:
blackbox.yaml: |
modules:
http_2xx_example: # HTTP HN/RHB
prober: http
timeout: 5s # BRI B et ]
http:

valid_http_versions: ["HTTP/1.1", "HTTP/2.0"]
# REUSEFHRE, BHEIOA

valid_status_codes: [] # ERIAA 2xx # AW
IR RESEE, IR [EADLE I SE R AR A Th
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0 Alauda Container Platform Q

SKRTERE

Prometheus SiZ¥UIEHNR 951 VictoriaMetrics WiTHIER M5t MBEE N4

Thaettid Theem v Ttz
LA AR ERHR
[IEZSE BB & [IF- S e
BRIEIRAE BRIEDR BRIELDIR
BRIELEER BRIEER BRIELER
THEZ THEZ THEZ

JREARIE JRZRiRAE JRERIRAE


http://localhost:4173/container_platform/zh/

Prometheus M15¥EH& 151K & - Alauda Container Platform

Q Alauda Container Platform Q

Prometheus S i=¥HIEHN &M SR E

B=x

Zhaettik
AR
BIIR &A1
BRAEIRFE
EHWIRE
FiE—  FREHEER (EEF)
FIEZ RBEH
R EEIRE
BRAEER
THEZ
TSDB ¥t =\
IR R HEEEM
JRERIER1E

TREMER

Prometheus 3=%3ELL TSDB (KA F3EUEE) 1&XEME , IFRMEMETNEE. WITEHIE
Ff87E Prometheus B2sNFSE 1R (FHACEM storage.tsdb.path F8XE , BUAEA

/prometheus ) .


http://localhost:4173/container_platform/zh/
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template:
spec:
containers:

- args:
- '--storage.tsdb.path=/prometheus'

ER=

o ALGLTFEHREE sk i EE
o [HIERESNSEHESERIREEX
o B EERTIS 2 HTH) Prometheus 3451

AU 561

o %3 ACP Monitoring (4 Prometheus ik (ITE4AHLFRA prometheus-kube-
prometheus-0 , ZEHYN sStatefulset )

o AE&REHE R
o WHRBAIMFENER EBHNFAEIA)

BRAEIMAE

&R

Fria&BRIEES : Prometheus FAELISEIRN | SEHRENIIBMAER , MEEHS S
BT, UTEGTREUGHEFEAEE , RIE ST a8 EERIE.

FiE—  HOEFEER (EF)

1. £ kubectl cp 45 &1 :
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kubectl cp -n cpaas-system prometheus-kube-prometheus-0-0:/prometheus -
c prometheus <HIrEEIKIZ>

N

- Wi RIRED (ARIETCRITEERNFMER)

LocalVolume : J\ /cpaas/monitoring/prometheus H3REH

PV : )\ PV HEHBERES (YUK PV i persistentVolumeReclaimPolicy & & 4

Retain )

StorageClass : )\ PV 3£ EHRE 4!

FiEZ REBEH

1. 2 Admin API :

kubectl edit -n cpaas-system prometheus kube-prometheus-0

ANINECE

spec:
enableAdminAPI: true

FE  BHREEFERCE S , Prometheus Pod (Pod £Z#5 : prometheus-kube-prometheus-0-
0) BERE. EEFIA Pod IKEZLA Running B T/EEIRIE.

2. BlEEtRER -

curl -XPOST <Prometheus Pod IP>:9090/api/v1/admin/tsdb/snapshot

R R

1. B2 HBEIERE B2 Prometheus 2§ :

kubectl cp ./prometheus-backup cpaas-system/prometheus-kube-prometheus-
0-0:/prometheus/



Prometheus S35 ¥iEMI %4 5K E - Alauda Container Platform

2. BRI HEFEE R R

kubectl exec -it -n cpaas-system prometheus-kube-prometheus-0-0 -c prom

etheus sh
mv /prometheus/prometheus-backup/* /prometheus/

PEEAR | M RENEFHZEECA LocalVolume |, AT EES R ASIER HIRIEHETET =

B] /cpaas/monitoring/prometheus/prometheus-db/ H3X.

BAEER

o ZMTRUE , FIEBIMEMEIRIZETITTEM TSDB A& S HUR
o ETTHSE , Prometheus £ B FNINE A £ Lin¥EE

THREZ

TSDB ¥iEi& =i AA

TSDB IR HIRG)
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—
— meta.json
L

tombstones

F— queries.active
L— wal

F—— 00000020

F—— 00000021

F—— 00000022

F—— 00000023

L— checkpoint.00000019
L— 00000000

RO EESEM

o BHMBIENBEBMIEFF IR
o B EIBITEHIRR
o {#FH PV 7EfiEHT , B persistentVolumeReclaimPolicy & &4 Retain

IEESS: S

o BNFWIEHUEE A IEMIRE
o THIHEEBIER IR
o EFRAREEMAI , AJ%EE ] Admin API
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Q Alauda Container Platform Q

VictoriaMetrics A1z ¥03E &M 5 E

BIE M
BAEDIR
1. WnATFfEIETZ
2. PUTEIRE
3. PUTEIRIKE
BRAEER
THEZ
JRERIER1E

TNREREI ST

VictoriaMetrics Y iZ ¥ E& 4 51k K TNRE AN KIsEUR I TR & MM DRI BRI
R, LRI SIREN T2V ] At

M=

o TR IEITBIRAEIEE K


http://localhost:4173/container_platform/zh/
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o AREIRIHEETH
o KHMERE

o MEAMRIIRER

HIE & AF

o R %I ACP Monitoring with VictoriaMetrics {4
o HIRBRBHEETEATEHD
o A%&XT VictoriaMetrics FF & 12 IVIE)AXFR

BRAELDIR

1. AT R IE

VictoriaMetrics i)z ¥R FMHIED ZSHTSEKIE T , BB -storagebataPath S¥FERE , ZUA
% /vm-data .

ACE7RB

spec:
template:
spec:
containers:
- args:

- '-storageDataPath=/vm-data’'

15tEH : ACP Monitoring with VictoriaMetrics I TEA L FRA vmstorage-cluster , 2K
BN statefulSet .

2. PUTHIR R

{£F vmbackup TE#ITEHIRERH , VFHIERIEES % vmbackup B7730H 7.


https://docs.victoriametrics.com/vmbackup.html
https://docs.victoriametrics.com/vmbackup.html
https://docs.victoriametrics.com/vmbackup.html
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4= =
3. ITHURERE

{£ R vmrestore T AWK E & BEUE , VR IEES % vmrestore B 7301 7.

BAEER

TRERR  ERRE— AR EERIREE O, PITIRERER | BREEBIEERE
B E TR

THREZ

« VictoriaMetrics B A XAY 7
o ¥IRRMmIERER
o BB EEHE

IEESS: S

o WIFEMEURITEML
o REEWEMTI
o TR RIRAE

o MIEFMEFHPITRE


https://docs.victoriametrics.com/vmrestore.html
https://docs.victoriametrics.com/vmrestore.html
https://docs.victoriametrics.com/vmrestore.html
https://docs.victoriametrics.com/
https://docs.victoriametrics.com/
https://docs.victoriametrics.com/
https://docs.victoriametrics.com/vmbackup.html#best-practices
https://docs.victoriametrics.com/vmbackup.html#best-practices
https://docs.victoriametrics.com/vmbackup.html#best-practices
https://docs.victoriametrics.com/vmrestore.html#troubleshooting
https://docs.victoriametrics.com/vmrestore.html#troubleshooting
https://docs.victoriametrics.com/vmrestore.html#troubleshooting
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Q Alauda Container Platform Q

M B RE X 4 M8 3% K S LR EidE

B=x

ThAEiEA
BFIAR
AR
AR
AR
TRES
SRR

ThREME R

TAFFRI BRI AHNALE , NBTE X2 EOREMEHIE | FEEBEKIT
TEBEEXLEORMEIRERER.

& A

YENTREABEXSERIMEED (RAFE eth.jen. [wl.*jww.* wEAT) BFRAE
F & L X R O NG IR ERURINE .

A 2


http://localhost:4173/container_platform/zh/
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o EAlEV S &R
o EBRBHFAEE AR
o BHBEEXMEEONHANTT

BRAIEDIR
1. R ATIS AR CLI T A,

2. mif global,

3.#£ global &FTF , EIRIEMFERK moduleinfo FIREFK :

kubectl get moduleinfo | grep -E 'prometheus|victoriametrics'

TR
global-6448ef7f7e5e3924c1629fad826372e7 global prometheus
prometheus Running v3.15.0-2z2231204040711-9d

1fc12474c2 v3.15.0-2z2231204040711-9d1fc12474c2 v3.15.0-222312040407

11-9d1fcl12474c2
ovn-0954f21f0359720e8c115804376b3e7e ovn prometheus

prometheus Running v3.15.0-2z2231204040711-9d
1fc12474c2 v3.15.0-2z231204040711-9d1fc12474c2 v3.15.0-222312040407

11-9d1fc12474c2

4. YRiE K& B moduleinfo &R :

kubectl edit moduleinfo <M/ moduleinfo RIRL&FR>

5. ¥insi{& % valuesOverride FE% :
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spec:
valuesOverride:# MPXFEATEIE, WEEE spec FHIY valuesOverride FE
ERAT2%
ait/chart-cpaas-monitor:
global:
indicator:
networkDevice: eth.*|em.*|en.*|wl.* |ww.*|[A-Z].*1|custom_inte
rface

6. %15 10 n¥Ja , KRET REZENE LMK AXER  HABEC AR,

o +
ESEAES
RS | AT A I S B A X b S A B LT8R -

o MEKIRELE
o MIRFILE
o MBBAsET

THREZ

o BXRMBEENESEE  BSREIEIMIY

IEESS: S

o MTEE MR O RIMERETERR
o RIBITHIRRESEZENN
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Q Alauda Container Platform

ARV EH

MR AR AR SF e NE A ERARINT :

T4 FA
Thik #1E g2 Chay
R N
BF v v
e Bl v X
aiops-alerts

X v X
lll73 v X
BF v v
IFE:S v X

B &

aiops-alerttemplate
i v X
lll73 v X
) v v
BlE v X
HERL
aiops-alerthistories

X v X
iz v X
EISTERR 55 v v

aiops-monitoring-

metrics IIFES v X

mET
B

=
DAl

&

A

a0


http://localhost:4173/container_platform/zh/

R IEEAR
aiops-monitoring-

dashboard

B

aiops-notifications

BHEHE
aiops-

notificationsmanage
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B

)

i3

R

i3

R

i3

el

EH

i3

Fa
G

=
DAl

v

Fa
it
AR

X

ET
B

=
N
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Q Alauda Container Platform

1A F o

MR
ylxst
i
RS
fEFARS

e

K

4 Jaeger Operator

#0%& Jaeger KH

% OpenTelemetry Operator
EFE OpenTelemetry 3245
BAThREFF X

OB PR AL

23


http://localhost:4173/container_platform/zh/
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2o
RLARE
Wi

20 A

R A&

Telemetry
OpenTelemetry

Span

Trace

Instrumentation
OpenTelemetry Collector

Jaeger

BAFrEra

BIfIEER BWIBERHE
TIgERER SR
ETE LTI
TIREMRS AR

BEE AAEmiRE

EWERDHT
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SKHITERE

Java iV BTLEAAREANARE 5 TracelD fAxf\ & HE

THAERIA AR

EEE ¥ TracelD JR{/NE) Java N BHEE
NESH ¥ TracelD /0% Python & FA B &
BRAELSIR oAt S

BRAELER

AR 4L

BV R o A Ak VA RFERA A T
[EIEErpS B

WERAHT ARSI

RE 1R A R RE 1R AR

RE 2 ARRTTR RE 2 fRIRFT R
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Q Alauda Container Platform Q

I

NHNELRE BT & IR R TR BER | BTSN ARG NIRE IEER S5
#r. AHERET OpenTelemetry (OTel) ArAEMEE , IRENBIER &, FHE2IAT LD
BRRAR , MO SZAANRRBECRSERFTE . SRS , FEREKEN
A AT,

B RA TR AR AL | FiER IR s EREE N - NFRET oTel@ahiE 8%
sbK EMANERMIBEIHE , XEBIELT 5 —RE[F17#ET Elasticsearch , Hx2 @I EH
WEUISCIZ AT, BT FIA Traceld | RELHR. HMEEET REHITHE

H=x

S
N i
1 ARSI

5

BB ST

=y

o UnZinlBERAE
XHERS. Bt BRSNRANTEERER , MERRMRSEATREIARX
A,


http://localhost:4173/container_platform/zh/
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o RIEMBHERETN
RHEBZNEN (TTAEHE) 5 SDKERKWERT , F# %A Java/Python/Go FERIRIEE
SN A.

o SMHBEFEAR
¥ H Elasticsearch {77 /5% , XIFBE span IR EASREKZ.

o RIERNE\FHATRES
B UIBIT &R jaeger-query API, X§FET TracelD, ARSFIHE. 7%, span&ilsE
LSRN RIEEE , F{ERPHREE (LB EHR R,

o FARAELIMIGTHE
EF OpenTelemetry sRHEMIFE |, BEB S RE fih OTel = [RALR -4 A1 EREUE .

N A

BERRNEENRZRAT

o NANARGHZLWT
TEWRSTIMT |, STEANERRREN A AREE IR FHRIEMFE /A | S Wi,
(],

o MEREMRS AT
BYERLRFZERFAALR , AJRURAIMEERS , AMTTES RS MU RIRAZE.

o MREFKBKARTHT
BN FFRAE , B RRARS AR A AUREIC R |, SBNAEMIMEH T ARG TN
o,

152 FABR )

EfERIEERE , REZ LRSI
o AR SMERERTE

o EETEZEF , BEREURHRIXER]REXT Elasticsearch BIMEREMFME R —E KN , A
AR IB Y S5 I A TEAC B RAEER,
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0 Alauda Container Platform Q

IR

I WARNING
FMEXANER T AFFASERARERHNIZE,

Tracing 45 Service Mesh A E ., tIRMEEFZE T Service Mesh A4 |, EHLEIZEE .

TR NGB IR ML Alauda Container Platform &5 _ERHIB PR AL AIMAE.
[FIErE:

o AR E platform-admin-system ARAIIKS , ATRLYI[R] Alauda Container Platform
5

o MERI kubectl CLI,

o DHREIFATEMEELRMIEN Elasticsearch A, AIIFR) URLF Basic Auth {5

/Cno

Bk

3 Jaeger Operator
BT Web 5% & %% Jaeger Operator
H#BE Jaeger 3K
23 OpenTelemetry Operator
1Bt Web =44 %% OpenTelemetry Operator
21 OpenTelemetry S
JERThREFF X
HEIBER RS


http://localhost:4173/container_platform/zh/
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k% OpenTelemetry 5245

ENEK OpenTelemetry Operator
% Jaeger K1

N Jaeger Operator

4 Jaeger Operator

BT Web 1544 &% Jaeger Operator
#xa] A7 Alauda Container Platform f] Marketplace — OperatorHub 3%ZI3 %3 Jaeger
Operator,

I

Nis

o 1£ Web FH|A KK FAEIE MESF , SEFEEE Jaeger Operator i E£8F |, SAEHN
Marketplace - OperatorHub,

HEIEREFIEZE Alauda build of Jaeger , mify Alauda build of Jaeger Frgl,

%3 Alauda build of Jaeger T _E [ Operator NMBAEE. , R ©iE.

£ Rk W :

o WEE F3) R FHRRME, XT Manual EHLREE , OLM REIZEHEK. 1EAEHE
e, BFERFIAE OLM FEFNEKATHZK Operator ZIFTARAS.,

 1%E3% stable (BI\) ME.

o AR HETF 1EN RAMLE. ¥ Operator WRIEHRFR jaeger-operator #ATEF ,
£ Operator e Iz HEEHNTE G LT EFITH.

o il T,
o A RE BIRA Succeeded , DAAfiA Jaeger Operator &3 A2,

« H& Jaeger Operator FTHAMFR BRI, BILmERER , PUTUTHS
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kubectl -n jaeger-operator get csv

T
NAME DISPLAY VERSION REPLACES PHASE
jaeger-operator.vx.x.0 Jaeger Operator X.X.0 Succeed
ed

SR PHASE FEEXEI/RA Succeeded , 7k Operator B HAMD TR,

iE Jaeger 35

ATRAMEM install-jaeger.sh BIAZIR Jaeger SKEIRHMREIR , GHAEZ =124 :

e --es-url : Elasticsearch fijja) URL,
e --es-user-base64 : Elasticsearch f{] Basic Auth FHF4 , base64 4ghY,

e --es-pass-base64 : Elasticsearch f{] Basic Auth ZHY , base64 4ghY,

M DETAILS EH|&dMA |, BREIEMRER , (RFA install-jaeger.sh , FRFHIT
fRfE121T :

l » DETAILS

FIAPATIRA -

./install-jaeger.sh --es-url="https://xxx"' --es-user-base64="'xxx' --es-pa
ss-base64="xxx"'

Ay L TR A5
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ES_URL: https://xxx

ES_USER_BASEG64: XXX

ES_PASS_BASEG64: XXX

CLUSTER_NAME: cluster-xxx

PLATFORM_URL: https://xxx

INSTALLED_CSV: jaeger-operator.vX.X.Xx

OAUTH2_PROXY_IMAGE: build-harbor.alauda.cn/3rdparty/oauth2-proxy/oauth2-p
roxy:vX.X.X

configmap/jaeger-oauth2-proxy created
secret/jaeger-oauth2-proxy created
secret/jaeger-elasticsearch-basic-auth created
serviceaccount/jaeger-prod-acp created
role.rbac.authorization.k8s.io/jaeger-prod-acp created
rolebinding.rbac.authorization.k8s.io/jaeger-prod-acp created
jaeger.jaegertracing.io/jaeger-prod created
podmonitor.monitoring.coreos.com/jaeger-monitor created
ingress.networking.k8s.io/jaeger-query created

Jaeger installation completed

3 OpenTelemetry Operator

BT Web 151 & %4 OpenTelemetry Operator

#=0] PATE Alauda Container Platform f{] Marketplace — OperatorHub F$%Z|F% 3%
OpenTelemetry Operator,

Nis

I

1 Web =Hla K SFEEHE YRS |, SEFEHRE OpenTelemetry Operator (K] ££5F , SA/ait
)\ Marketplace — OperatorHub,

EERIEFTIEZE Alauda build of OpenTelemetry , miy Alauda build of
OpenTelemetry #xil,

%3 Alauda build of OpenTelemetry TWE_E ] Operator NMBEE. , At T,

£ &3 WA
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o W F3h /R FHERIE. XFT Manual ERHLIREE , OLM LEIZEFEKR. 1EAKHE
R, BREFIHAE OLM WEFTNEKLATEK Operator ZIFTIRA.

o &% alpha (ZRA) S73HE.

o &R HTF /8 TIEAIE., ¥ Operator TIELLHEM opentelemetry-operator 4544
Zs[E)F , {# Operator BEME MIEFHIEE AN TE & TR A,

o M BE.
o A KA BIRA Succeeded , DAT#IA OpenTelemetry Operator %3 a2,

o # OpenTelemetry Operator KT B EH R BATHRE, BRE&ER , BT ATy

4

kubectl -n opentelemetry-operator get csv

NIkl

NAME DISPLAY VERSION REPL

ACES PHASE
openTelemetry-operator.vx.x.0 OpenTelemetry Operator X.X.0

Succeeded

R PHASE FEXBI/RA Succeeded , 37~ Operator K HAHE I E,

2 OpenTelemetry 324

A RM#ER install-otel.sh BIZAZEE OpenTelemetry SEf &k HAB L EIR,

M DETAILS EHIRMA , BREIBIrERE , fR7FA install-otel.sh , FFHITAUR

JRIE1T :
l » DETAILS

FRAPI TR
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./install-otel.sh

FEl Ay i 7R

CLUSTER_NAME: cluster-xxx

serviceaccount/otel-collector created
clusterrolebinding.rbac.authorization.k8s.io/otel-collector:cpaas-system:
cluster-admin created

opentelemetrycollector.opentelemetry.io/otel created
instrumentation.opentelemetry.io/acp-common-java created
servicemonitor.monitoring.coreos.com/otel-collector-monitoring created
servicemonitor.monitoring.coreos.com/otel-collector created

OpenTelemetry installation completed

Ja FZhRETT R

BIRAS BT Alpha Y EL , BEELE ThEeFF < MEFF3hEH acp-tracing-ui ThEEFF
x.

R , N BHFE DR, SME AT - Tracing , BIAf EEIEERVIAE.

HBIEFRARLE

fi% OpenTelemetry 243

BERETIRNER , PITUAT <Mk OpenTelemetry 3K R AR K BIR.

kubectl -n cpaas-system delete servicemonitor otel-collector-monitoring
kubectl -n cpaas-system delete servicemonitor otel-collector

kubectl -n cpaas-system delete instrumentation acp-common-java

kubectl -n cpaas-system delete opentelemetrycollector otel

kubectl delete clusterrolebinding otel-collector:cpaas-system:cluster-adm
in

kubectl -n cpaas-system delete serviceaccount otel-collector
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)% OpenTelemetry Operator

AT PUET Web 15§ &1 & 518 FLEEEL, OpenTelemetry Operator,

IR

o 3t \ Marketplace — OperatorHub , {# /] 2 Z&HE % Alauda build of
OpenTelemetry ,

o mif Alauda build of OpenTelemetry FRElF N\ VEIF T,

o MEHETA LA R EIER R4
o FEFHE) #12K "opentelemetry-operator"? &9 iy FIEK.

k% Jaeger S5

BEROTERER , PITUU T 4% Jaeger Sof8 X HAHX KR,

kubectl -n cpaas-system delete ingress jaeger-query

kubectl -n cpaas-system delete podmonitor jaeger-monitor

kubectl -n cpaas-system delete jaeger jaeger-prod

kubectl -n cpaas-system delete rolebinding jaeger-prod-acp

kubectl -n cpaas-system delete role jaeger-prod-acp

kubectl -n cpaas-system delete serviceaccount jaeger-prod-acp

kubectl -n cpaas-system delete secret jaeger-oauth2-proxy

kubectl -n cpaas-system delete secret jaeger-elasticsearch-basic-auth

kubectl -n cpaas-system delete configmap jaeger-oauth2-proxy

E# Jaeger Operator

FRTPUEIT Web 125 & 1) & E1E MEENZ Jaeger Operator,

Sk

13t )\ Marketplace - OperatorHub , {Ff 8 Z&4E % Alauda build of Jaeger ,

£d7 Alauda build of Jaeger #REE \VEIBET.
VB TUA LM R EEK R4,
1E8H ) ENZL "jaeger-operator"? & O+ R EIEK.
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0 Alauda Container Platform

£33

ALEMET OpenTelemetry #l Jaeger ABME , SKEINANAREN LG AMEE, R
SASWIEXRE. Fh. 7. BT RAT RO,

Business Cluster

query trace

auto-instrumentation

User

B=x

RS
WEIRAE

4 npemeleme’lry-nper;r} traces
te, LA
install —
embedded otel-collector -
— " traces
r : ™
- jaeger-operator >
o K
install%J
[Tracing UI]
|aeger-qu® {
A ;‘ traces

<

query

ElasticSearch


http://localhost:4173/container_platform/zh/
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PR

1. OpenTelemetry K%

e opentelemetry-operator

£ PR Operator , TaTREBE 5%1H otel-collector R4 , 32 OTel BhIF NGES.

o otel-collector

BB N BREFROEEREERE , HTERE. IR AZE jaeger-collector,
o VAREE UI
1% jaeger-query AP| B RFAJ LR , XRFZAETRRHE.
2. Jaeger K&
* jaeger-operator
E 518 jaeger-collector F1 jaeger-query ZH4,

» jaeger-collector

FUK otel-collector # & 4N R VA FAEEUIRE | SHTIEEE#HJEE A Elasticsearch,

* jaeger-query
RAOAASEE N APl , 33F TracelD, HREEZLEHRE.

3. gz

¢ Elasticsearch

NHNFEEIE , IFEE Span BUENSHEASKE.

R&TE/JIL £

o ENAE

I FAFEFF -> otel-collector -> jaeger-collector -> Elasticsearch

I AT SDK s EahiENAE A, Span ¥4iE , £2 otel-collector ARAEWAMNE [ |, B jaeger-

collector X 12! Elasticsearch,
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o EWIMAE
B -> A% UI -> jaeger-query -> Elasticsearch

BFIET UL RATE WM |, jaeger-query M\ Elasticsearch 8 Z&%UE |, Ul IRIBIR BIZ5RH1T
AR,
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Q Alauda Container Platform Q

P OB

B=x

Telemetry
OpenTelemetry

Span

Trace

Instrumentation
OpenTelemetry Collector

Jaeger

Telemetry

Telemetry T8HE RG R HAT AR LR |, BIEHER. TabrfEE.

OpenTelemetry
OpenTelemetry £—NEIXLUME ~AERFTAA , SEEAIRMEIRENIIE , Mot ~. 155

SHMBEE 7. EEME |, OpenTelemetry 2tVETTRH , XEKEE 7] LS EFE] WMV &
sn—ie{E , 8% Jaeger 7 1 Prometheus ~ XZEFFFET AR KR ANV =5,

Span


https://opentelemetry.io/docs/concepts/observability-primer/#what-is-observability
https://opentelemetry.io/docs/concepts/observability-primer/#what-is-observability
https://opentelemetry.io/docs/concepts/observability-primer/#what-is-observability
https://opentelemetry.io/docs/concepts/signals/traces/
https://opentelemetry.io/docs/concepts/signals/traces/
https://opentelemetry.io/docs/concepts/signals/traces/
https://opentelemetry.io/docs/concepts/signals/metrics/
https://opentelemetry.io/docs/concepts/signals/metrics/
https://opentelemetry.io/docs/concepts/signals/metrics/
https://opentelemetry.io/docs/concepts/signals/metrics/
https://opentelemetry.io/docs/concepts/signals/logs/
https://opentelemetry.io/docs/concepts/signals/logs/
https://opentelemetry.io/docs/concepts/signals/logs/
https://www.jaegertracing.io/
https://www.jaegertracing.io/
https://www.jaegertracing.io/
https://prometheus.io/
https://prometheus.io/
https://prometheus.io/
http://localhost:4173/container_platform/zh/
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Span (EX) B2MNEHRNEARMER , AR—DEEIRIERTIERTT, F4 span it
TIERTPREFESNE , NI BEAREPITIE AP R LB L.

—> span BE AR, WERXNHE. SHMERBSHERREMTHE (B , XEER
H R T IRIETTREIR.

Trace

Trace (IBER) ICRTER (TURkKBNARFERLRMA /) ELMEFLEM (ARSI
FHNA) FRERRE.

—MEERE— 1 EE A spans A, F—1 span #FRAIR span , BEREK TERKNFFBEILER
KEANE4ERD. 1R span THF span fEEVFHAK L TXER , KT EkEdmHH g

HIR.

IZRBEERRE , ERHRAASTIRAMRERBMRA RERARE RARE. BEREE 2 #E
SRERGFRRNTTE , BT ARG,

Instrumentation

HTSINATVONME , REEEHTHR (Instrumentation) : 32 REMAARTLAMIA
U SN 1= N 1 =

it OpenTelemetry , #Xa] IAIE T FiFhE B 5 SRS THEME -

1 EFREMRAFTER ~ : SAEFIRMERTAZHESH API 1 SDK

2. ZBNBRAE 7

ETABLHfR IR T RAEEE NN FRBRERAT R AR FE S pnE e, EnT UEE
OpenTelemetry API 7ER P A BUE MR | XX TRNRRTT RERKENBIENEZ 4
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o {£/ Kubernetes BHTREIE
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apiVersion: apps/vil
kind: Deployment
metadata:
name: my-java-deploy
spec:
template:
metadata:
annotations:
instrumentation.opentelemetry.io/inject-java: cpaas-system/acp-co
mmon-javae
labels:
app.kubernetes.io/name: my-java-app
spec:
containers:
- env:
- name: SERVICE_NAME @
valueFrom:
fieldRef:
apiVersion: vi1
fieldPath: metadata.labels['app.kubernetes.io/name']
- name: SERVICE_NAMESPACE @
valueFrom:
fieldRef:
apiversion: vi
fieldPath: metadata.namespace

1. ¥ cpaas-system/acp-common-java Instrumentation fEAjE N Java Agent HIBCE .
2. B0E SERVICE_NAME IIRAE |, AJIEIT labels XEXEEEEM A,

3. BtE SERVICE_NAMESPACE INEATE , H{EA metadata.namespace .

BRELER
Java B FHEACUE

o HB3hi Java v pod FETFEIE opentelemetry-auto-instrumentation-java FJiEaH
BE% , MFRRFNBDN.

o [A] Java WA EMEIEK.

o 7£ Container Platform A&+ |, %&4% Java N AFTEMTE . ERMGETE.
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o ATIEMHKZNENEAENEE (FERMERPEBNARER M R/ARS) KEKEI—
IRERF , PRS- HTTP ESKKH K a4E TracelD FHE AT REKIRERKIEE..
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¥ TracelD 0% Java W HHEE

l TIP

« DUF/RBIET Spring Boot 1E22 , 7{#f Log4j 1 Logback #1Tii8A.

o BRI TR R LT ek &M

o HSERZEIUARA DRI E L FEK

A& ARASFSK
Log4j 1 1.2+
Log4j 2 2.7+
Logback 1.0+

« WRRFEEA JavaAgent,

Fi%1: BEE 1logging.pattern.level

BYENYAFREFECETH logging.pattern.level ¥, ANTHIR :

logging.pattern.level = trace_id=%mdc{trace_id}

71752 : BE CONSOLE_LOG_PATTERN

1. 8% logback BCEX 4 , 2N F AR

TIP

At AtESI G it A6 , R %x{trace_id} FR/RM MDC HRZREIMEE trace_id MMAE.
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<property name="CONSOLE_LOG_PATTERN"
value="${CONSOLE_LOG_PATTERN: -%clr (%d{yyyy-MM-dd HH:mm:ss.SSS}){fai

nt} [trace_id=%X{trace_id}] %clr (${LOG_LEVEL_PATTERN:-%5p}) %clr (${PID:

- }){magenta} %clr(---){faint} %clr([%15.15t]){faint} %clr(%-40.401logge

r{39}){cyan} %clr(:){faint} %m%n${LOG_EXCEPTION_CONVERSION_WORD: -%wE
X}}"/>

2. EEE ML BEMZES , R0 es1f4] EMRIHERRENSEEBEE , TR :

@RestController
@S1f4j
public class ProviderController {

@GetMapping("/hello")
public String hello(HttpServletRequest request) {

log.info("request /hello");
return "hello world";

¥ TracelD 75I0%l Python Y B HE

1. FEN AT, BRI TFREBUAMNEKKF R TracelD, REIRENT , 7] MRIEFE3
TR

TIP

getForwardHeaders BREUNIE KPR RIBIREE , HF x-b3-traceid HI{EBIA TracelD,



5 TracelD #<iMV4%- HiE - Alauda Container Platform
def getForwardHeaders( ):

headers = {}

incoming_headers = [
'X-request-id',
'X-b3-traceid’,
'X-b3-spanid',
'X-b3-parentspanid’,
'X-b3-sampled’,
'x-b3-flags',

for ihdr in incoming_headers:
val = request.headers.get(ihdr)
if val is not None:

headers[ihdr] = val

return headers

2. ENV FAAREES |, RN TRBBLUSEHK RN TracelD B ERES . RAMEEZ0T , aTRUR
EREHITAE

headers = getForwardHeaders(request)
tracing_section = ' [%(x-b3-traceid)s,%(x-b3-spanid)s] ' % headers

logging.info(tracing_section + "Oops, unexpected error happens.")

UE A A

1. REZEMSMA=FH Tracing,

2. EBEWEM G TracelD |, #i A TracelD $HT7&EM , SAfa = Add to query.
3. EBRHIREEIES , |y TracelD 534/ View Log.

4. 7£ Log Query TUA_E , 4)1% Contain Trace ID ; RSB REE TracelD KHEHIE.
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Elasticsearch &S| REABCE A "refresh_interval": "10s" , XSEEIEMNNGFEE HX
FE A ZREHIER X 10%, EERREITAERKVARER |, TJeElRTEHIBRRIFAL , 4R
ATBESHRIR.

XFERS|BCE ] A HUE D Elasticsearch KEUIBREFHESN |, RARSIRENGAETRNEE | B
MAE—EFEE _ LR T HURAI SR,

RELHfERTR

o RIETRELIRSFKER,
o EREFENXEAN , MERXEE.

RE 2R R

JBit jaeger-collector ] --es.asm.index-refresh-interval EEhSEAERRIFIE
b , BOAER 10s

WMRZSEEER "null" |, MIAREXTRSIH refresh_interval #TECE.

I ECER "null" B, 28201 Elasticsearch FIMERERN TR E



VA FBEEBIE A2 - Alauda Container Platform

Q Alauda Container Platform Q

1A R GEBR AN o2

B=x

[
RE AT
1. ¥R A HEER
2. B R)TE PR
RE 1 fRIR TR
RE 2 RfRIRFT R

| L ik

AREERERE A T RIE R TENS

o TR (30359N) BWLERRETNIEE.
BT 1 /NS R TS

RE AT

1. BRI ANIER

Elasticsearch WE AT R FELTNERHX (buffer) - #H{ERE (translog) - B3
(segment) HKAMEIRFE | B ARIEIRTBEIE/E O] MERER,


http://localhost:4173/container_platform/zh/

WA FSESUE A 752 - Alauda Container Platform
2. B[R] Bl PR 1
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2. 1f & WET , #d5 ACP Log Storage with ElasticSearch AR /ERA > 3.

3. 2F MR, BCEMXSH.
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kubectl edit project <Project Name>

2. IR PUTF /RBHEH yaml

apivVersi
kind: Pr

RIFFHRR.

on: auth.alauda.io/v1

oject

metadata:

annota
cpaa
cpaa
cpaa
cpaa
cpaa

71
cpaa
creation
finalize
- name
generati
labels:
cpaas
cpaas
cpaas
cpaas
cpaas
cpaas
name: bo

tions:

s.lio/creator: mschenl@alauda.io

s.io/description: ''

s.io/display-name: "'

s.io/operator: leizhuc
s.io/project.esPolicyLastEnabledTimestamp: '2025-02-18T09:53:54

s.io/updated-at: '2025-02-18T09:53:54Z'

Timestamp:
rs:
space

on: 1

.io/project:
.io/project
.io/project
.io/project
.1o/project.

.1o/project.

okinfo

'2025-02-13T7608:19:117"'

bookinfo

.esIndicesKeepbDays: '7'
.esPolicyEnabled: 'true'
.id: '95447321'

level: '1'

parent: ''
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AEREARAT

o TN  EREEITFITR , PITUA T an 4 EHidn & TIAIAREE .

kubectl label namespace <Namespace Name> cpaas.io/log.mute=true

o REHRMEAN : £ B BE NEHFEHid L = ERe.
1. 7 mE B AR ESIRT , Rdd & TEFTER TS
2. EEMSAAE [y a4 =),
3. REEEMINE @8 T/HE 7K.
4. 7E VB AT, Rl AR A MEIRIEIRAL.
5. AR (4 : cpaas.io/log.mute ,{H : true ) BBREBENREME At £
o
1F1EX 4 Pod HiE

RO PUBIT4AT5E Pod FRAIFREE cpaas.io/log.mute=true , X% Pod RHEXREF*< ,
MMELIEREZX Pod KprAEHiH B EE.

BEREE—EH TR, PITA TS EH Pod 474,

kubectl label pod <Pod Name> -n <Namespace Name> cpaas.io/log.mute=true
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JEE  G1R Pod BTTELAH (Workload) |, &ATIAEFNITELAM (Deployment,
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% , B Pod EEEMREARLEK.
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2. EEMS I R 1HEAY > Pod BT HAMFXRE.

3. R EEMNITEAGANRIRIERA > B,

4. REA_EHK YAML , YIHE] YAML ZREHLE.

5. 1£ spec.template.labels FEXF , #/ll cpaas.io/log.mute: 'true' Fr%E,

REENTE

spec:
template:
metadata:

namespace: tuhao-test

creationTimestamp: null

labels:
app: spilo
cpaas.io/log.mute: 'true'
cluster-name: acid-minimal-cluster
role: exporter
middleware.instance/name: acid-minimal-cluster

middleware.instance/type: PostgreSQL

6. iy A
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TR VBB
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T1E global &EHHFEM CLI TAPITA TS REVEE ML
- ¥%HX alpine £5{& Mk : kubectl get daemonset nevermore -n cpaas-system -o

Bitg
Huhk

jsonpath="'{.spec.template.spec.initContainers[0].image}"'
- 3KBR razor &Mk © kubectl get deployment razor -n cpaas-system -o

jsonpath="'{.spec.template.spec.containers[0].image}"'
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export.yml.scopes

template.

template.

template.

template.

spec.

spec

spec.

spec.

containers[0].command[7]

.volumes[3].hostPath.path

initContainers[0Q].image

containers[0].image
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cat << "EOF" |kubectl apply -f -
apiVersion: vi1i
data:
export.yml: |
scopes: # HERFLE, MARRENABE
system: false # AZHE
workload: true # NWAHZ
kubernetes: false # Kubernetes Hi&
platform: false # F=HHE
output:
type: local
path: /cpaas/data/logarchive
layout: TimePrefixed
# BAPMHER/N, By MB, BITXER, HEXIRYIE compression FEREER
N ESEIE,
max_size: 200
compression: zlib # A[% : none (ANE4E) / zlib / gzip
file_type: txt # B[ : txt csv json
kind: ConfigMap
metadata:
name: log-exporter-config

namespace: cpaas-system

apiVersion: apps/vi
kind: Deployment
metadata:
labels:
service_name: log-exporter
name: log-exporter
namespace: cpaas-system
spec:
progressDeadlineSeconds: 600
replicas: 1
revisionHistoryLimit: 5
selector:
matchLabels:
service_name: log-exporter
strategy:
rollingUpdate:
maxSurge: 0
maxUnavailable: 1
type: RollingUpdate
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template:
metadata:
creationTimestamp: null
labels:
app: lanaya
cpaas.io/product: Platform-Center
service_name: log-exporter
version: vi
namespace: cpaas-system
spec:
automountServiceAccountToken: true
affinity:
podAffinity: {}
podAntiAffinity:
preferredDuringSchedulingIgnoredDuringExecution:
- podAffinityTerm:
labelSelector:
matchExpressions:

- key: service_name
operator: In
values:

- log-exporter
topologyKey: kubernetes.io/hostname
weight: 50
initContainers:
- args:
- -ecx
-
chown -R 697:697 /cpaas/data/logarchive
command:
- /bin/sh
image: registry.example.cn:60080/ops/alpine:3.16 # Alpine 4if%
ik
imagePullPolicy: IfNotPresent
name: chown
resources:
limits:
cpu: 100m
memory: 200Mi
requests:
cpu: 10m
memory: 50Mi
securityContext:

runAsUser: 0
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terminationMessagePath: /dev/termination-log
terminationMessagePolicy: File
volumeMounts:
- mountPath: /cpaas/data/logarchive
name: data
containers:
- command:

/razor

consumer

- --v=1

--kafka-group-log=log-nfs
- --kafka-auth-enabled=true
- --kafka-tls-enabled=true
- --kafka-endpoint=192.168.143.120:9092 # iRiECirifHiAE
- --database-type=file
- --export-config=/etc/log-export/export.yml
image: registry.example.cn:60080/ait/razor:v3.16.0-beta.3.g3d
f8e987 # Razor 4%
imagePullPolicy: Always
livenessProbe:
failureThreshold: 5
httpGet:
path: /metrics
port: 8080
scheme: HTTP
initialDelaySeconds: 20
periodSeconds: 10
successThreshold: 1
timeoutSeconds: 3
name: log-export
ports:
- containerPort: 80
protocol: TCP
readinessProbe:
failureThreshold: 5
httpGet:
path: /metrics
port: 8080
scheme: HTTP
initialDelaySeconds: 20
periodSeconds: 10
successThreshold: 1
timeoutSeconds: 3

resources:
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limits:
cpu: "2"
memory: 4Gi

requests:
cpu: 440m
memory: 1280Mi

securityContext:
runAsGroup: 697
runAsUser: 697
terminationMessagePath: /dev/termination-log
terminationMessagePolicy: File
volumeMounts:

- mountPath: /etc/secrets/kafka
name: kafka-basic-auth
readOnly: true

- mountPath: /etc/log-export
name: config
readOnly: true

- mountPath: /cpaas/data/logarchive
name: data

dnsPolicy: ClusterFirst
nodeSelector:
kubernetes.io/os: linux
restartPolicy: Always
schedulerName: default-scheduler
securityContext:
fsGroup: 697
serviceAccount: lanaya
serviceAccountName: lanaya
terminationGracePeriodSeconds: 10
tolerations:
- effect: NoSchedule
key: node-role.kubernetes.io/master
operator: Exists
- effect: NoSchedule
key: node-role.kubernetes.io/control-plane
operator: Exists
- effect: NoSchedule
key: node-role.kubernetes.io/cpaas-system
operator: Exists
volumes:
- name: kafka-basic-auth
secret:
defaultMode: 420
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secretName: kafka-basic-auth
- name: elasticsearch-basic-auth
secret:
defaultMode: 420
secretName: elasticsearch-basic-auth
- configMap:
defaultMode: 420
name: log-exporter-config
name: config
- hostPath:
path: /cpaas/data/logarchive
type: DirectoryOrCreate
name: data
EOF

4. BREA 7 Running J5 , BIAJ7E NFS I ERFHRIPMMBERE , BEXX M B RGN

/cpaas/data/logarchive/$date/$project/$namespace-$cluster/logfile

FFEISMT S3 17f#

HIfE SR
IR 1tHR
S3 77 TIPSR ITF S3 TFEAR S UL , FFFREX access_key_id #1 secret_access_key
fita KA ; AU EER bucket,
Kafka AR RTARER Kafka AR 553,

T global &HPEA CLI TARITU T aSREE &ML -

s - ¥XEX alpine £&f% ik : kubectl get daemonset nevermore -n cpaas-system -o
32

Huhk

jsonpath="{.spec.template.spec.initContainers[0].image}"
- 3%HR razor £&{§3thdt © kubectl get deployment razor -n cpaas-system -o

jsonpath="{.spec.template.spec.containers[0].image}'
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\

ﬁIJL H Il_:\ ﬁ\})/?\
1. EEMSIAERT SHEE > &5,
2. R R T AEMNEFAMRIERMA > CcLI TA,

3. IRIEA T SHORBABE K YAML , BEGTRUERARRMEEATIH CLI TA 4447+ , [BIZFN
17,

IRIETY FERIEIE 1tHA
X ARER K]
Secret data.access_key_id access_key id it

1T Base64 4ghL,

Xt AR ER A

secret_access_key
Secret data.secret_access_key

11T Base64 4g

.

E4EEXE ; X

FFETA none
(RE4E)

zlib, gzip.

ConfigMap data.export.yml.output.compression

S EEAEE
ConfigMap data.export.yml.output.file_type P -2 =

Csv, json,

L ANEVEREEIN
/N, B MB,
BITZER , A&

ConfigMap data.export.yml.output.max_size 2 1R1E
compression TFE&
AoE B3 E481E
=



ConfigMap

ConfigMap

ConfigMap

ConfigMap

Deployment

Deployment

Deployment

Deployment

data.

data.

data.

data.

spec.

spec.

spec.

spec.
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export.yml.

export.yml.

export.yml.

export.yml.

template.

template.

template.

template.

spec.

spec.

spec.

spec.

scopes

output.s3.bucket_name

output.s3.endpoint

output.s3.region

containers[0].command[7]

volumes[3].hostPath.path

initContainers[0].image

containers[0].image

WiBA

AR ; 4
BRI RS
& R EE. M
REE.
Kubernetes H&.

FDDDEI:L\I?‘O

Bucket & #R.

S3 TFHEAR S L,

S3 Fi# AR ST R,

=
B/Cro

Kafka fis53tiit.

FuuiERRKIE , A
Ttk 77t B EAF
8. BEXHRS
2 S3 FllaRE
kR,

Alpine &3t

Razor £&5&hiit,
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cat << "EOF" |kubectl apply -f -
apiVersion: vi1i
type:
data:
# WRBE LT G
access_key_id: bWluawW9hzZGlpbg==
il
secret_access_key: bWluaW9hzZGlpbg==
Base64 #mhd
kind: Secret

Opaque

metadata:
name: log-export-s3-secret

namespace: cpaas-system

apiVersion: vi1
data:
export.yml: |

# XIRENE) access_key_id #{T Base64

# XIRENE) secret_access_key #1T

scopes: # HAEHAFTE, MARAXENARE

system: false # AZHE

workload: true # WFHZE

kubernetes: false # Kubernetes HiE

platform: false # FmHEE
output:

type: s3

path: /cpaas/data/logarchive

s3:
s3forcepathstyle: true

bucket_name: baucket_name_s3

endpoint: http://192.168.179.86:9000

b1

region: "dummy"
access_secret:
insecure: true

layout: TimePrefixed

# AEHLIFHN bucket &HR
# HEEHRIFHN S3 RS

# HUBEE

log-export-s3-secret

# BAANEMERN, B MB, BITXER, HESIRIE compression FEACER

BN E4E 3.
max_size: 200
compression: zlib

b / gzip

file_type: txt

# A% : none (ANE4E) / z1i

# W] : txt. csv. json
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kind: ConfigMap
metadata:
name: log-exporter-config

namespace: cpaas-system

apiVersion: apps/vi
kind: Deployment
metadata:
labels:
service_name: log-exporter
name: log-exporter
namespace: cpaas-system
spec:
progressDeadlineSeconds: 600
replicas: 1
revisionHistoryLimit: 5
selector:
matchLabels:
service_name: log-exporter
strategy:
rollingUpdate:
maxSurge: 0
maxUnavailable: 1
type: RollingUpdate
template:
metadata:
creationTimestamp: null
labels:
app: lanaya
cpaas.io/product: Platform-Center
service_name: log-exporter
version: vi
namespace: cpaas-system
spec:
affinity:
podAffinity: {}
podAntiAffinity:
preferredDuringSchedulingIgnoredDuringExecution:
- podAffinityTerm:
labelSelector:
matchExpressions:
- key: service_name

operator: In
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values:
- log-exporter
topologyKey: kubernetes.io/hostname
weight: 50
initContainers:
- args:
- -ecx
-
chown -R 697:697 /cpaas/data/logarchive
command:
- /bin/sh
image: registry.example.cn:60080/ops/alpine:3.16 # Alpine 4if%
Hitk
imagePullPolicy: IfNotPresent
name: chown
resources:
limits:
cpu: 100m
memory: 200Mi
requests:
cpu: 10m
memory: 50Mi
securityContext:
runAsUser: 0
terminationMessagePath: /dev/termination-log
terminationMessagePolicy: File
volumeMounts:
- mountPath: /cpaas/data/logarchive
name: data
containers:
- command:

/razor

consumer

--v=1

--kafka-group-1log=log-s3
--kafka-auth-enabled=true
--kafka-tls-enabled=true
--kafka-endpoint=192.168.179.86:9092 # iR{ELrMIFIEE Kaf

ka ARSHtt
- --database-type=file
- --export-config=/etc/log-export/export.yml
image: registry.example.cn:60080/ait/razor:v3.16.0-beta.3.93d
f8e987 # Razor 5%
imagePullPolicy: Always
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livenessProbe:

failureThreshold: 5

httpGet:
path: /metrics
port: 8080
scheme: HTTP

initialDelaySeconds: 20

periodSeconds: 10

successThreshold: 1

timeoutSeconds: 3

name: log-export
ports:

- containerPort: 80
protocol: TCP

readinessProbe:

failureThreshold: 5

httpGet:
path: /metrics
port: 8080
scheme: HTTP

initialDelaySeconds: 20

periodSeconds: 10

successThreshold: 1

timeoutSeconds: 3

resources:

limits:
cpu: "2"
memory: 4Gi

requests:
cpu: 440m
memory: 1280Mi

securityContext:

runAsGroup: 697

runAsUser: 697

terminationMessagePath: /dev/termination-log
terminationMessagePolicy: File
volumeMounts:

- mountPath: /etc/secrets/kafka
name: kafka-basic-auth
readonly: true

- mountPath: /etc/log-export
name: config
readonly: true

- mountPath: /cpaas/data/logarchive



EOF
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name: data
dnsPolicy: ClusterFirst
nodeSelector:
kubernetes.io/os: linux
restartPolicy: Always
schedulerName: default-scheduler
securityContext:
fsGroup: 697
serviceAccount: lanaya
serviceAccountName: lanaya
terminationGracePeriodSeconds: 10
tolerations:
- effect: NoSchedule
key: node-role.kubernetes.io/master
operator: Exists
- effect: NoSchedule
key: node-role.kubernetes.io/control-plane
operator: Exists
- effect: NoSchedule
key: node-role.kubernetes.io/cpaas-system
operator: Exists
volumes:
- name: kafka-basic-auth
secret:
defaultMode: 420
secretName: kafka-basic-auth
- name: elasticsearch-basic-auth
secret:
defaultMode: 420
secretName: elasticsearch-basic-auth
- configMap:
defaultMode: 420
name: log-exporter-config
name: config
- hostPath:
path: /cpaas/data/logarchive # HiAHEE 77 iEibiE
type: DirectoryOrCreate

name: data
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o XTESMIR Elasticsearch FTEERIELE -

apiVersion: vi1i

type: Opaque

data:
password: dEdWQVduSX5kUwlmc2lacg==
username: YWRtaw4=

kind: Secret

metadata:

name: elasticsearch-basic-auth

namespace: cpaas-system

o MREFREASND Kafka £5 , WEFTE LA TXHERSND Kafka SERHEE

apiversion: vi

type: Opaque

data:
password: dEdWQVduSX5kUwlmc2lacg==
username: YWRtaw4=

kind: Secret

metadata:

name: kafka-basic-auth

namespace: cpaas-system

3. By AU,

HRAEDIR
L MR | i SRS > e,

2. EIRERS At , ERFLIEM ACP Log Storage with Elasticsearch {41 £ £ K.



AMAIRTHESMED ES 775 - Alauda Container Platform

3. B ACP Log Storage with

Elasticsearch A UH#R/EIRE > &3,

4. JF 3 X$4524MEB Elasticsearch FF< |, B & YAML 34 , BECERFIFASEORBAIT -

o XF4EHMIR Elasticsearch &5

elasticsearch:
install: false
address: http://fake

basicAuthSecretName:

storageClassConfig:
type: "Localvolume"
kafka:
auth: true
k8sNodes:
- logl

- log2
- log3

storageSize: 10

EIR7E Y RIS A& 4% Kafka :

19200

elasticsearch-basic-auth

o XTEHMER Elasticsearch £ BEFISMNIT Kafka &8 -

elasticsearch:
install: false
address: http://fake:

basicAuthSecretName:

kafka:
auth: true

install: false

basicAuthSecretName:

address: 192.168.130.

92

9200

elasticsearch-basic-auth

kafka-basic-auth
169:9092,192.168.130.187:9092,192.168.130.193:90
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Use Cases
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Usage Limitations

ZINBER BT HERSE. SR FARNEREE ACP Log Collector 1 ACP Log Storage 4.
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