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Q Alauda Container Platform
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Q Alauda Container Platform Q

*E lay

BT ATERS , K 5TAL ACP Core %dk, WNREFE T i ACP Core IR |, ESH

Architecture,
4% ACP Core ¥5HEHPE global HERMITFE.

wRTAE , BT AR e &R SOEEl B SRR | RSN Extensions L
R A TNRE

l INFO
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global EHHRTEITREFENHN=1ME :
1. HEERMEL
o SLRFZMIE  WIRTABT R4, MEFMIRIERGHEEK , a0NZRA. CPU 32
TN ACE .
o RIATE : B3R Customer Portal I TR E.
o TmTIAME : FEAFTA T mAITIAE T,

2. PITH B

o TRA HESHE  BREA HEERTHIFET R (HFBER : /root/cpaas-
install ) , FRETEEIR.

o EHRERF  AEEHTFET RPUTREMA (20 bash setup.sh ) , {RIESSRIIR L
EMKIEY (Kube-OVN Bf Calico) . IP IMAER, (IPv4/IPV6e/XAL) K VIP BLE.

o BHECE : ViR RIEFEFRMM Web Ul , {KIXIZE Kubernetes kR4S, SEREML. T
BFR. AR SR, T global HEHHIRIE.

3. WU ER

o RERTKE : TRTHGE , BXTFE Web Ul REEFRS R SHHIZITIRIL.
o CLIRIE : EAGHTLAREERRRIFKS , MRMARFERZ1T , THFTE.

JREETTRE— R TR BEF IR, BEESHRRIE A, BARREIF TN
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0 Alauda Container Platform

AR 561

FERIR global KMZHT , BFRESEFEIRIEM. MEFHRERS.

l INFO

1. 4 YA ZIFEDH Kubernetes FUEFR B R global &8, MELKINEFCHE
Kubernetes (3% , B &M EUEFHEEMR R EHITR K.

2. tNRItXI{E A global Cluster K& ZhEE , 85T global Cluster .
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BIFEAK]
ATIRMRE ACP BT RBEMIFES: .

BIRIEERIENE AT REFSENIEZR , FHEMESRIR,

l INFO
ATk Z= ThE % Global S5 BT NIR KRR,
EANABIERREE Global S EHEMAISN REAHTHRRIR.
BREY RIFAFEK , BB,

HE B2

I WARNING
T ARM 3244 (206RH8 920) , BXBCERTTE x86 RAKALEM 2 & , (BALT 1.5 4%,
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I WARNING
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ATE R 84

1. global EHEFFFEXFF IPV6 Tla),

2.3TRIA global &EMLHEAEAE.

l NOTE
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RE KA
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l TIP

o FINFE LoadBalancer EACE RGP iR R,

o« AN global HEBKMEREAR , FAMBEGIFETRIMGA 2370 , BTE&EH
[f] ETCD ¥uRRE.

o FARBANSEF HTTPS, MFEFF HTTP , FFABEHIFET /RITE HTTP imH.
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Q Alauda Container Platform Q

&k Core Package
EREZH , BFEESTE Core Package.

I INFO

M REZBRZFEE va.1 T4 , R AEFRTET Core Package #1 Extensions Packages , W40
SE5ER Core Package % |, A RE_E{E3% 3 Extensions Packages,

%% Customer Portal %% Core Package,

PAHBXIT x86, ARM 1 hybrid 224, hybrid 83T x86 1 ARM f8#% , FRILAAFE
K. HEEREGEHENE.

WREIZBEMK S, FERARASHT,

B=x

MEAZEHTFEE) Hybrid

MEAZOMFF4E Hybrid

MR EmANTIZHZ x86 B ARM Core Package , {BfaS kR HBEIFH—FhEM , MRERT PRk
hybrid Core Package FrH{TRA T 5% :

1. ¥3FT 8B hybrid Core Package _E1£Z1| global & AT —4%HFHE T =.


http://localhost:4173/container_platform/zh/
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2. fRIERRMAR , EAHEFH upgrade.sh AR ZEMBHRELEIENGRECE

bash upgrade.sh --only-sync-image=true

3. WAPITTRAG , & cluster.platform.tkestack.io &R , AR BEERE
cpaas.io/node-arch-constraint , ARIFELE , WU EMI -

kubectl get cluster.platform.tkestack.io global -oyaml | grep cpaas.io/

node-arch-constraint

kubectl edit cluster.platform.tkestack.io global
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Q Alauda Container Platform

T R AL

FERIL global KZHT, FIATR (EHFETRMI/ETR) GTRIRALE,

Bk

SR RHRVE RGN NAZAR A
x86
ARM
PUTIRERBCE FA
TRKEE
=R
MR IR

BCE Search Domain

SCRFRAE RGN NAZ AR A

TERYIH T SIFRIRERSE, HIIEARA B Xt N A NAZARAS .

l INFO

IFETRIERG BT RNZARA . NZRA LIRS MEARALAS (620 AB.C) ; WIS
(") JRREZ AT AR,

WMRBMERGE. WIZIRAEL CPU R ATFEEK | BERARBRSH.


http://localhost:4173/container_platform/zh/
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X86
Red Hat Enterprise Linux (RHEL)

e RHEL7.8: 3.10.0-1127.e17.x86_64
e RHEL8.0: 4.18.0-80.e18.x86_64

e RHEL8.6: 4.18.0-372.9.1.e18.x86_64

l WARNING

RHEL 7.8 37 #F Calico Vxlan IPv6,

CentOS

e CentOS7.6%7.9: 3.10.0-1127 %I 3.11

l WARNING

CentOS A~ #¥ Calico Vxlan IPv6,

Ubuntu

e Ubuntu 20.04 LTS: 5.4.0-124-generic

e Ubuntu 22.04 LTS: 5.15.0-56-generic

l WARNING

AX&#F Ubuntu HWE (Hardware Enablement) kRS,

Kylin Linux Advanced Server

e Kylin V10 SP3: 4.19.90-52.22.v2207.ky10.x86_64
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l WARNING

+ Kylin V10, V10-SP1 # V10-SP2 Z#EE251P4%[a1# , FTRES S NodePort (& 1j[A] KK ; &2iX
F+E%| Kylin V10-SP3,

ARM

Kylin Linux Advanced Server

o Kylin V10 SP3: 4.19.90-52.22.v2207.ky10.aarch64

l WARNING

 Kylin V10, V10-SP1 # V10-SP2 fFEEXNPN%RE , ATRES S NodePort M4&j3[RIK K ; &iX
F+#&%| Kylin V10-SP3,

« ARM ZMYRECFF Kunpeng 920 , HABRLSIEEXAEAS.

PITIRIE B E A

ACP RIAIRMT ATHRERET R,

fRIEREAG , £ res BFRTFHEL init.sh BIAHE. A TEESET S, HHEHE
B root BUR.

PUTHIA -

bash init.sh

I WARNING
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init.sh JFUERELTAREMHIEMLE | MERSEIITRELDE.

TRIEE

UFIH T RMATENTERE. RIETRNAR , ITRERSBHAE , flanEask
EERATEWFETR.

KA AL :

o A RARDIMELRE,

o N\ RREFEHRE TOMRENRE , BRI E SWE XS N M , &R L
iR,

N\
=N

REIRWT

o BAERGANZ

258 grub EENECEVAEE SR transparent_hugepage=never ,
. CentOS 7.x AL grub BEhECEAEE S cgroup.memory=nokmem .
o (Y KERNMIER ip vs . ip_vs_rr . ip_vs_wrr F ip_vs_sh EH2EA.

o N\ YURNEAET 4.19.0 (8f RHEL {§T 4.18.0) B , BRIz
nf_conntrack_ipv4 0 (IPv6 Bf) nf_conntrack_ipve EBA&HEEH.

e IR global EBITIMER Kube-ovn CNI, MRS RARNMZIEEE geneve

openvswitch ,
o [Y4 £ apparmor/selinux FBH k5.

o 4% swap .
o FAFFIAR

o AR SSH BFAE root AR, BRI ERHER sudo ,
. /etc/ssh/sshd_config AH] UseDNS Al usePAM SEWMIEEX no .

o [Y4 34T systemctl show --property=DefaultTasksMax JR[E] infinity BRIEE KK
B, BNEFE /etc/systemd/system.conf ,
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o TRML

hostname WARFFELATHLA :

o BT 36 PNFH.
o UFHHIFIKFLEE.
e WAE/NEFZH, ¥F. - M . {BREEEE .- . .. B -. .

. /etc/hosts ] localhost WRfiRATA 127.0.0.1 .

. /etc/resolv.conf NHEWVVREEBAE nameserver BLE , (BABEBEL 172 FF
SfHE (FE2A systemd-resolved)

e I\ /etc/resolv.conf MNHARNACE searchim, (IWRECE |, ES N, BLE Search

Domain) .
o [ L2560 1P U RBEREIR, Z3%. HERANM. £ 0 SR,
« ABIT ip route WMUREIZMAFEIERIER 0.0.0.0 HIFEE,
o W RARES AT

o BHIFET A : 2379 . 2380 . 6443 . 10249 ~ 10256

o WEFEFAAT S : 8080 . 12080 . 12443 | 16443 . 2379 . 2380 .

6443 | 10249 ~ 10256

e T4 = : 10249 ~ 10256

o [AmMF global EFHFA Kube-OVN X Calico , MifRA Tim AR S A ¢

e Kube-OVN : 6641 . 6642

e Calico: 179

e |\ TA{R Docker FTEEMIMLEEE 172.16.x.x ~ 172.32.x.x B IP Mtk 5 A, iR
ZAMLRER 1P b AR TTIAE N, BB AR .

o MHMBEFEK

o (4 VR EDITFITA : ip . ss. tar . swapoff . modprobe . sysctl .
mdssum AKX scp B sftp .

o A IRITRMERAHTEAE TopoLVM B Rook , FRREK 1vm2 ,

o (Y RAHFFEAE /etc/systemd/system/kubelet.service 3T,
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. /tmp FEERSTFAISEE noexec
o [4 M-S global ERAMHHPRAEE VEN MR HREER) |
o [ WRMHRAT S0 (AR HE)

e /var/lib/docker
e /var/lib/containerd
e /var/log/pods

e /var/lib/kubelet/pki

« BTNRKE

global SR R RIS FEIEMILE [ KBRS,
o [ &EBPENTEM hostname HIAME—.
o 4 AT RINXHg— , BAERSRZE < 10 7,

ffyx

il e )

THHT , DR _ETTBEE TE docker/containerd FMEFIZITIVA |, BkEIR TS global HEEEHZR
BEkY , R EERE FFEE PRt A,

l DANGER

o NEBHRNRTMSBIEER  BFFOHARBFEPRRGE. RIUHRE |, EHIENHYHRT
R B HEIRFBEE.

o HEPRRHEEE , BFRE /usr/local/bin/ FEFHEBFAEMIEEIPRA ZSHHITH4

(205 docker, containerd, runc, podman, ZFasM4%. BZHE{THTEL Kubernetes #8<fI%KR
1#) o

AF =g

=)
<>

08
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CentOS / RedHat

KE -

for x in \
docker docker-client docker-common docker-latest \
podman-docker podman \
runc \
containernetworking-plugins \
apptainer \
kubernetes kubernetes-master kubernetes-node kubernetes-client \
; do
rpm -ga | grep -F "$x"

done

ENE

for x in \
docker docker-client docker-common docker-latest \
podman-docker podman \
runc \
containernetworking-plugins \
apptainer \
kubernetes kubernetes-master kubernetes-node kubernetes-client \
; do
yum remove "$x"
done

Ubuntu

KE :
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for x in \
docker.io \
podman-docker \
containerd \
rootlesskit \
rkt \
containernetworking-plugins \
kubernetes \
; do
dpkg-query -1 | grep -F "$x"
done

for x in \

kubernetes-worker \

kubectl kube-proxy kube-scheduler kube-controller-manager kube-apiser
ver \

k8s microk8s \

kubeadm kubelet \

; do

snap list | grep -F "$x"
done

ENE
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for x in \
docker.io \
podman-docker \
containerd \
rootlesskit \
rkt \
containernetworking-plugins \
kubernetes \
; do
apt-get purge "$x"
done

for x in \

kubernetes-worker \

kubectl kube-proxy kube-scheduler kube-controller-manager kube-apiser
ver \

k8s microk8s \

kubeadm kubelet \

; do

snap remove --purge "$x"

done

Kylin

"E

for x in \
docker docker-client docker-common \
docker-engine docker-proxy docker-runc \
podman-docker podman \
containernetworking-plugins \
apptainer \
containerd \
kubernetes kubernetes-master kubernetes-node kubernetes-client kubern
etes-kubeadm \
; do
rpm -ga | grep -F "$x"
done

ENEK
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for x in \
docker docker-client docker-common \

docker-engine docker-proxy docker-runc \
podman-docker podman \
containernetworking-plugins \

apptainer \

containerd \

kubernetes kubernetes-master kubernetes-node kubernetes-client kubern
etes-kubeadm \

; do
yum remove "$x"

done

Al'® Search Domain

1 Linux 3R1ERSE /etc/resolv.conf X{EFTHECE DNS & Fun iR 4 iRk E.
search {T#5%E DNS ﬁﬁ]ﬂ‘]ﬁ%ﬁéfaﬁ%ﬁo

[[W=E:35

o WAEZMME . search {TPHIRLEIEN/NF domainCountLimit - 3 (BRIA

domainCountLimit X 32) .
o BMBEZKE : SMEL SR 253 MNFH.

o RFFRKE . iIEERTHRHNAFERFHASEHBIE MaxDNSSearchListChar  (ERIA
2048) .

NG
search domainl.com domain2.com domain3.com

o IHZEHCR 3,
o BA/MBALZKE | 40 domaini.com , A 11,
o MEFHMKEX 35, B 1L+ 11+ 11 +2 (FIASSH) .

l WARNING
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o MR /etc/resolv.conf XHFE search {TARBELARIRSE] , 7JaES S DNS B K ME M
ETE,

amd

o {83 /etc/resolv.conf IHFRT , BINAEAH.
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0 Alauda Container Platform

o
i

Bt

TR global SRWEKIIELLIR,

FHATIKHT , EHARCSTRATERE., ROTHESRE. TR FHESETIE,

Bk

i i
LR ERRE
BT TEF
MLxE S 1P 28
SHECE
BUE SR AN
LT an AR
SR
TRAEFF A
HAhBEIR

AT

L HEF R ETRE

¥ Core Package & A HIEE(TE—
St E

Y

AN
=

global EEFHTHIFET Rl , FHRAT


http://localhost:4173/container_platform/zh/
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tar -xvf {Path to Core Package File}/{Core Package File Name} -C /roo
t/cpaas-install

cd /root/cpaas-install/installer || exit 1

l INFO

o ZMZSHTE global EHRETHERAE—NEHIFET R,
« Core Package fi#/[E/5Z/0EE 100GB W& 58] , EHFFREERLE.

o MRETEY R , BETTR ACP Core &k , BHRIRY B HEHRET R,

ENERFEFF

PITUA N RERA BRI fF. TREFRIMGE  4iTRirsHt Web =64

ala)Hht .,

F549 5 8tja , AIER PC LRSS IIR ZERFR R (EH) Web 12518,

bash setup.sh

l WARNING

TBIRIRRFL T FTAET R0 1P ik R 3% O 8080 AIIEE (Al , DMRIFREAEF Bshlh fa8E
IRF R HAR B0 Web 12518

P8RS IP 2EHY

bash setup.sh --network-mode calico

--network-mode SN EERFEFEIEM global HEEM CNI, EARIETCHSE,

global ZEF¥H CNI BRIAA Kube-OVN, #EH{FEA Calico ¥E4 CNI, RBRIERE

network-mode calico .


http://localhost:4173/container_platform/zh/extend.html
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bash setup.sh --ip-family ipv6

FH1TXIBIZ Single-stack Network IPv6 (] global &% , BN ABRISE
--ip-family ipvée , BN , TEFEFAIEM global HEFEIAZIF Single-stack
Network IPv4 #1 Dual-stack Network,

ZHUBCE

ERESI SRR RS BRER , WARE.

SUHH IRGCRS RO | PSRRI BRE,
WUE T AN

RETMGE , RASERFAVIR URL, Qi ViR IRAITIFFE Web U, WIEFAR
A a]la),

&R, ARERTRSTUTaSRIERIRRE

kubectl get apprelease --all-namespaces

kubectl get pod --all-namespaces | awk '{if ($4 != "Running" && $4 !'=
"Completed")print}' | awk -F'[/ ]+' '"{if ($3 !'= $4)print}’

TR AR A

l INFO

Alauda Container Platform Product Docs {432 A & NVIR) =X AmTheE. FEaRNFAR
BREFEEIIEEZOE. BRTRIEYE , oA R S5 404 AlR5R.

1. N B A,

2. £ AN Ry Marketplace > Cluster Plugins , %3 global £3f,

3. %% Alauda Container Platform Product Docs i , =i &3,
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Kubernetes 7~

SR REPILE RN

SRt

FEVala)HE
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ViR

B AR AT A M A PRERS E AR B
T ERERITRA RIS RAENREM S .

SR =FMHER  IPv4 BAL . IPv6 Bk, IPVA/IPV6 XAk,
AR EEENEAAR , SWHAMET RIYIEMECE IPv6 ik ; MK
YR BERATENR,

MATUCHER LTRSS . BTUES , WIATEAERER  global
VIP

B vip BMAZE , RB7EkIZ{t LoadBalancer B A BH. B
A, REBRFAENTBE keepalived , IR REINEZITF.
EE A ez vip HAHELTEY,

« AAHK VRID ;
o EHMLSHF VRRP BHX ;
o ARG ETRE VIP AL TR—FM.

IR EYVREARI RN S EEY  TEEGAT AR IP, THE
B B vip Z0fEE  global VIP FMLKEIR.

ANTREXS ERHE A FaviEHt |, FiAS SRt MEK
ik,

ABRXS , Bl global HEHNHEAMIRE , F& FIRHSNMT
@), N ATREAERRIREE S 1P |

FARAER HTTPS i) , A2 HTTP. M&E/EM HTTP (A , 7]
£ SRRE IR (REE) .

EE  IMB RN



U

FgeE

TRAEWR

global £iFH
R IEUCE)

RN R
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o 1HXIXF global HEMHITANK ;
. FATLIE IPV6 Vil

R - ARRERZFEVIEME , 7 T —HH HARE > HibF
AVt PR, SRR RIRIER AF RS EEBRM.

FABIMEHEZRIEBUSHF HTTPS vila),
WHEABEXES , 7] LEEFIES.

BANER Fail® Rtk BERaansG.
WHRER S FHREE  BARANASHF RS R RS AR EBE
A,

ERENA TS Service MLREENBEES,
{§ F Kube-OVN Overlay M&ETS , H{RA 25 M-S ENMLE AR FER— M
B, BNTRES MK FHE .

BERE INEERNTRS  EHRITAT RNENAME—,

{AEVTRIFE global &ERLEITNATEREEEA.
BAE:

s TRIREAN FatRE , MUEITEAAY , MRTFASNAIER
HRE ;

 HEfk DaemonSet KRV T #ETaEK.

BT A

o STFARM LA 3 MEFIFFRTR (3T ASTREE) ;
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o« ZER Fa%tRE ,EVZR TnEeA , BHTET A UETE
a4t ;

o BEM TatkE  ERESER THEVA , AVFESIFET
RIBIT FATIETREK.

TSR :

- HEA TatRE  ESIRR TEENA

« BFM TatRE  ERIRR THBERA .

£ Kube-OVN B , AJI@ T A MK BFHRISET M.

FHTRAUTRAMRERY , BIRE R ER SRR,

o S D pL

BETRTMARREF2EMR. BRKTM 30 NaTREFREMMIER  FERKRE
FFRTET RPUTA T dn &3 bR SRR A 25

docker rm -f minialauda-control-plane

HAB BT IR

o LEFTET R

\l
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Global Cluster KMk S

B=x

Overview
IR KA R
RIIFFRICEH R

EEEM

TR

BT RIR

BAEDIR

R TSR

P REE R

: JBH etcd A

¥ O® W
w N =

m %
I H
2 S
)
=
HOo

IR

Overview

KA R global ERMIEREIZRZIT. global ERHEANFAKEHIFE , RTE
IMHMERE, NBRIE global SEHRIERFAIRFMFFLAI A , AFRHERN
global SRB¥ : THMME MK,
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IR EHHIET EEEE RERN etcd BUEKNRL . UEEHRGEART R , REHT
REYIHZE & R,

XIFR I R

o TEMREARTRENARGRIRE , SBTEER BT ;
o FEETERNYIESEMNIRIE | SBITENR ;
o THEBIEMNENMELE , SBIRSTUT ;

A HFH KM=

e global EHEHNEPEMNFHKE ;
o EMAGHIESBHEIEERL (etcd RILTEEZAN)

FERNEAERHNACEMATN  BACAFRRAMSHNER TSR (DNS 5%k
) ERERNEREN. WEYHRE , WEARLR.

ESE

o AARNEE global HEH etcd HE ; NS registry, chartmuseum E 2R £FH%
7 ;

MMETHEMEE , T Ran & NAEI0 standby-global-mi , DAREAT mETE&ERE (£
SREERER) .

AHFFERNN ABRA IO ;

PR BB BRIFIEE ML ER , AR eted RIS ;

EEBET SN (20 x86 F1 ARM) |, iB{FAWNEMRES ;

UTFar&ZTRASS etcd @ , BEXLGETRZ TR, TRAABTEH
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cpaas-system
cert-manager
default
global-credentials
cpaas-system-global-credentials
kube-ovn
kube-public
kube-system
nsx-system
cpaas-solution
kube-node-lease
kubevirt
nativestor-system
operators

o EMNEHNERNEFGCE  FRRGFNILEZLEBCE;

o BXTEMIET REL DevOps Eventing v3 (knative-operator) RIESKH , £HERE
TS ERE AR RIZE 4.

AL

1. RS — IR A fEAF S VIlaHiLE ;

2. BB AR LN VIP SRR TEH ;

3. G DNS i@l E&H VIP |, & MR%EE

4. B EERK ETCD MEERPRFZEAER FEENEHFET /KT RL ;
5. REIFFFA etcd RSHM ;

6. WIEEPREFHEIRE ;

7. RERIER , ¥ DNS Y E & AEH TRIGERKE.

IR AV

o — /NI {EHR Platform Access Address , PARIZIS &M TLS MEPBFFES , BT
HTTPS k%
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o FANEHTRMEMN Pt ——AMRTEER  F—IRTEREH

o TRSCECE MEBINERS , s 80 . 443 . 6443 . 2379 F 11443 B TCP =
AZESTY VIP [FREHIFET =,

Bl WEEER

\

| oR (RrERS) REEEER
% DR R EEEFHAT
o B, IERTR Web Ul HERaPRENMTAE S . REZAERNSRIFE,ER—3K.
o WIRTECE R FERAEINEES  WREKBAZEMIP, B2 vip EWMAA,
e Platform Access Address ZFERWRAIE4 , Cluster Endpoint WMHCAEEFA IP Mk,

« MANEBOABCEMEM An Existing Certificate (HAR—IES) , BENFIBEAIAES.

Self-signed Certificate EHIANT]H,

o ¥ Image Repository ®EBEA Platform Deployment B}, Username F1 Password =FE&

HABEXZS ;. IP/Domain ZFERVMMIRE AFTE Platform Access Address FIE%.
e Platform Access Address [{] HTTP Port F1 HTTPS Port A5Hk 80 F0 443,

o FHARKEIERE"R (H : Advanced ) B, other Platform Access Addresses =FE{A

MBS UETERBEM P,

EEEUTIREREE -
. REAE
. REFE
F 24 WRERER

1. IGEPRIS A TER & AERR VIP ;
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2. B RFERNE—MTHFET R , K etcd MEREEHRIEAEMFTEEHFETNSR

for 1 in 4.4.4.4 5.5.5.5 6.6.6.6
do

ssh "<user>@$i" "sudo mkdir -p /etc/kubernetes/"

scp /etc/kubernetes/encryption-provider.conf "<user>@$i:/tmp/encrypti
on-provider.conf"

ssh "<user>@$i" "sudo install -o root -g root -m 600 /tmp/encryption-
provider.conf /etc/kubernetes/encryption-provider.conf && rm -f /tmp/en
cryption-provider.conf"
done

3. MBI ERMERI AN K& AL

| =rememizen
i DR B & AL , UM S T & BHRIF 3 :
e Platform Access Address ?Eﬁ;

e Certificate HIFIEFEYL;

e Image Repository HIFFEFER ;

BE  HIREGCESEN ACP SR RAASEEHEE—H.

HE S PERES 1P DR (REREFFE) RETSER .

BEERLT TR

. A

. I

E 34 5 eted FFE

1mEm , BRERBENERKIRA 2379 BHAEMNNEHNEHFET R, (X33F TCP 1%
I AT LT A,
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I INFO

BERESESREAORAIENTE. BEAEHTEEE)IES) global &5 , FIET Active
Global Cluster ETCD Endpoints $55€ etcd ik,

2. {F % A global &£ VIP jjja] Web 1544 , Y1 ZE Administrator {1 ;

3. 3t \ Marketplace > Cluster Plugins , &% global & ;

4. 13 REZRBRFE eted Synchronizer , &3 Install , FLE S

o BEXIBEMEMENIEAIRO 2379 , EIFMAECE Active Global Cluster ETCD
Endpoints ;

o {FFZMAM Data Check Interval ;

o [RIEHEERIS , BNKHF] Print detail logs 7.

RUE[E]D Pod 7R A& RHIEIT :

kubectl get po -n cpaas-system -1 app=etcd-sync
kubectl logs -n cpaas-system $(kubectl get po -n cpaas-system -1 app=etcd
-sync --no-headers | head -1) | grep -i "Start Sync update"

I “Start Sync update” g , EEHF— Pod LLEHfihAHH ownerReference ik %R
[F

kubectl delete po -n cpaas-system $(kubectl get po -n cpaas-system -1 app
=etcd-sync --no-headers | head -1)

KERDPRE
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mirror_svc=$(kubectl get svc -n cpaas-system etcd-sync-monitor -o jsonpat
h='{.spec.clusterIP}')
ipv6_regex="A[0-9a-fA-F:]+$"
if [[ $mirror_svc =~ $ipv6_regex ]]; then
export mirror_new_svc="[$mirror_svc]"
else
export mirror_new_svc=$mirror_svc
fi
curl $mirror_new_svc/check

HiHa

e LOCAL ETCD missed keys : FEMGFEERAEHFINGE , B% RRLHTIRINFSE
M GC. EJjg— etcd-sync Pod A]{& 5 ;

e LOCAL ETCD surplus keys : & FH&EEMBRENINE , BIERFNESE4ERMIA.
ERETUUTANS  BESERS -

o RERBHBFE Elasticsearch HEFE :
kubectl delete po -n cpaas-system -1 service_name=cpaas-elasticsearch
o RERRBHTFE VictoriaMetrics 3% :

kubectl delete po -n cpaas-system -1 'service_name in (alertmanager,vms

elect,vminsert)'

WHER B IRAE

1. MBNE |, EoK A% Elasticsearch :
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sudo -1i

es_pods=$(kubectl get po -n cpaas-system | grep cpaas-elasticsearch |

awk '{print $1}')
if [[ -n "${ es_pods}" ]]; then

bash /root/ensure-asm-template.sh

xargs -r -t -- kubectl delete po -n cpaas-system <<< "${_es_pods}"
fi

2. WIER AMERIUE—EM (R %35 KE) ;

3. ENZK eted [F)2B3H1F ;

4. UM VIP EREsA 2379 #A ;

5. ¥ F A% DNS YIRER R VIP | &R AR EER ;

6. ZE DNS fi#4T :

kubectl exec -it -n cpaas-system deployments/sentry -- nslookup <platfo

rm access domain>

7. BN |, ViR A WEA RSO R & RS
8. ERATARS (mER%K)

o RELAB#HFA Elasticsearch HETFE :
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kubectl delete po -n cpaas-system -1 service_name=cpaas-elasticsearch
o RELAHRFE VictoriaMetrics 535 :

kubectl delete po -n cpaas-system -1 'service_name in (alertmanager,v

mselect, vminsert)'

e cluster-transformer :

kubectl delete po -n cpaas-system -1 service_name=cluster-transformer

9. AV SR EER AL EITHE , BERWFERF K warlock

kubectl delete po -n cpaas-system -1 service_name=war lock

10. EREEHEEPITIEA etcd FDIHR |, BRI K E AL,

HERE
AR AERNESRES ;

curl $(kubectl get svc -n cpaas-system etcd-sync-monitor -o jsonpath='{.s
pec.clusterIP}')/check

ARIRKRKZ /B, Wb IR TR,

a7 qE D)

l WARNING

£ violet MIFAEH HEHREAN , WIFEESE --dest-repo <&M%LEE VIP > .
BREREAE EEETEHNEGREE  SBREAERTEATESIHEY R,
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RN , DT R RS O BT EZER - no-auth £,

AXx violet push FadHIFMERE , B2 M Upload Packages.


http://localhost:4173/container_platform/zh/extend/upload_package.html#violet_push_usage
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