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1ls -1 /dev/nvidia*
crw-rw-rw- 1 root root 195, O Aug 1 10:00 /dev/nvidia®
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N RIS DR

| CUDA Toolkit
(runtime, libraries, tools)

_________________________________________

' [ CUDA user-mode driver
i 0 (libcuda.so)

| i [ GPU kernel-mode driver

A

| | (nvidia.ko)

NVIDIA Display Driver Package

“Toolkit components to

build applications”

“Driver components
to run applications”

__________________________________________________________________________________________

1. CUDA Runtime API =

BARENL

1. DREOE : AFTAFRHSEMREND , #E%0 GPU RE (RENEL. 7

H3F)

2. RAYPE - FaMFER{E B CUDA Toolkit BRASRTE ({140 CUDA 12.0.1)
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pip list | grep cuda

conda list |grep cuda

find / -name "libcudart*"

/usr/local/cuda-12.4/targets/x86_64-1inux/1ib/1libcudart.so0.12
/usr/local/cuda-12.4/targets/x86_64-1inux/1lib/1libcudart.so0.12.4.127
7~ CUDA 12.4

WMREIMESANFERA , MEEFEFRFRERMARA , 20 PATH, LD_LIBRARY_PATH st H1th#E
FEE
env |grep PATH
LIBRARY_PATH=/usr/local/cuda/1ib64/stubs
LD_LIBRARY_PATH=/usr/local/nvidia/lib:/usr/local/nvidia/1ib64

PATH=/go/bin:/usr/local/go/bin:/usr/local/nvidia/bin:/usr/local/cuda/bi

n:/usr/local/sbin:/usr/local/bin:/usr/sbin:/usr/bin:/sbin:/bin

2. CUDA Driver API &=

BAREN
1 REER BN, S GPUBARE , SRS MRSME A IRAR
2. ARAGERE : FH NVIDIASKEhRRARRE | B1E SemVer #E

ARASAG I 777
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nvidia-smi

o o o e e e e e
_________________ +

| NVIDIA-SMI 550.144.03 Driver Version: 550.144.03 CUDA V
ersion: 12.4 |

R e o e e e e e e oo oo e
_________________ +

| GPU Name Persistence-M | Bus-Id Disp.A | Vola
tile Uncorr. ECC |

| Fan Temp Perf Pwr:Usage/Cap | Memory-Usage | GPU-
Util Compute M. |

| | |

MIG M. |

| SR RS T e S
= ——————11

| © NVIDIA A30 off | 000000E0:00:0B.0 Off |

0 |

| N/A 31C PO 28W / 165W | 10195MiB / 24576MiB |

0% Default |

| | |
Disabled |

o m e e Fom oo R pep——
_________________ +

AR AN KB B 52403

HIE GPU 3B%E - O3 A RN
B5ES% NVIDIAB AR , BEARLEA

1. IRENRASMAZIALE 2 12 TR AR
2. NVIDIA B A HRIE [ /532 1 41EhRA (620 CUDA Driver 12.x X#F Runtime 11.x)

3. BN ERRAFES (20 Driver 12.x 5 Runtime 10.x) BAAE A XIS

H0E cuda FEFFEY , EESTEALAR
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IEZCALN

+ 38 KSR 2 1BETEhRAS

+ 7 REFERAE - BTRERE < 1

- [T : XSRA < BITRRRA -~ FAEALA CUDA_ERROR_UNKNOWN(999)
- RIEE  WHERE - BITNERE > 1 - VATTRERE

Bz =g (HAMIIGPU-Manager)

£/ GPU-Manager 8 HAMI 524 GPU 70 |, [RIBSF LIRBEARLRSN | @ik 2 AT
FOMAR

ARASZESR

1. ) GPU ARELIRA > 1E{THRA
2. BITNERE = EIHERE = ELTRAE

GPU-Manager 45511288 : FKA1SKEL T I8 1 ERAFE (FlaNELZ 12.4 35 vLLM
11.8) , BEXEEHXTEANN AT hook AR , FEERNIT.

v R

H B% E%’fi*ﬁf.

HEF R

o ¥ GPU SERHIRIET | BN FRHT CUDA RRAS (40 CUDA 12.x) {EXSRzNFIZ TR hRA
IHASGEZRAR

1. #38E GPU JAE =, GPU-Manager K45 A

EREEIRMESYIE GPU e S R AE R A M
GPU-Manager A[IB iR E tencent.com/vcuda-core >k 100 IIEEE¥{E (40 100, 200, 300)
BRERER
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resources:
limits:

tencent.com/vcuda-core: "100"

2. T3 AR R

IR IR E) CUDA RRAS AT SFTARE -

node_labels:
cuda-major-version: "12"

cuda-minor-version: "4"

FRINZT B A cuda 12.4

TEERE N BCE A RN
AIARIEFEFFFTEM cuda 121THARASIZ E cuda-major-version 1 cuda-minor-version

apiVersion: apps/vil
kind: Deployment
metadata:
name: cuda-app
spec:
template:
spec:
affinity:
nodeAffinity:
requiredbDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: cuda-major-version
operator: In
values: ["12"]
- key: cuda-minor-version
operator: Gt

values: ["2"]

3. 1IB1THT AR AT+
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|HiR CUDA Runtime AJEfFER 2RI (CVE) BARSHH GPU it |, 5T k= CUDA

12.x,

NVIDIA Hi75 R FHRIRENFLETAS

Upgrade both toolkit and driver

CuDA 10.1

CUDA Toolkit and Runtime

| user-mode library ]
(libcuda.so)

[ kernel-mode driver I
(nvidia.ko)

HEHFE T

D FE R RS
BR (R

CUDA_ERROR_INVALID_IMAGE

CUDA_ERROR_ILLEGAL_ADDRESS

CUDA_ERROR_UNSUPPORTED_PTX_VERSION

CUDA 11.0

CUDA Toolkit and Runtime

R450 driver

( user-mode library
(libcuda.so)

( kernel-mode driver
(nvidia. ko)

ik T IRiE

IR 5T EIRFIRA S

S CUDA AR —

N7

e PRETISHAL

. HEAHA

=)

PTX 545 ﬁﬁﬁiﬁ" ) 5505
arch=sm Xxx 7
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Q Alauda Container Platform Q

{£f ConfigMap RN E E &R %H

1
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o

5
i

ThBERERR 1 : ConfigMap JREHIIE

NS
N |

R AL
ZHAT
ThEEREER 2 @ BIRERE X
Lt N
ZHERHX

REEATT

2
o 1Bid ConfigMap 353 Kubernetes B xE X RIRHIARAELE XFEIR | iR T |
o BENKBMEHG—EIE |, hlEECER 1

o MRAEKIRIEE B | FT4

o XIFZETIHAMBINERE

o EATHEY & Kubernetes FFHRAIMIZR (BI20 , GPU WIREE) | R EARAELKRIR
ENHEZE
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=+,
F

o BARERIRE NATE

o ZHERINTIRE X

o AR BRIREKIEH
o PESCBEIRSHF
o RIFECAERCEALF!

U

o ¥RM @IS TRIRAETE
Rett A TERRE (kube-public)

FEEME  IRHAE IR UL AL

AJLEPM - Se— TR AT

TNRErEER 1 @ ConfigMap 4R 5T

12 ORI
1. B—ERR RN « FAME XX —/> ConfigMap
2. & %EA) : EEAQ namespace=kube-public

3. MBAE :
cf-crl-{customName}-{keyName}

e cf-crl : EIEHIZ
e customName : BEMNBHLIR
e keyName :HEAMRTT (SSHAFRA - B
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4. FREESK -

labels:
features.alauda.io/type: CustomResourcelLimitation
features.alauda.io/group: {resource-group}
features.alauda.io/enabled: "true"

-+t
AL
B WA D
name format 7z B 1E cf-crl-{customName}-{keyName}
namespace = [E %€ A kube-public
label group B WIBETEER 3 MFEARE

ThEerEs 2« BIRMERE X

L N
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apiVersion: vi
kind: ConfigMap
metadata:
name: cf-crl-gpu-manager-vcuda-core
namespace: kube-public
labels:
features.alauda.io/type: CustomResourcelLimitation
features.alauda.io/group: gpu-manager
features.alauda.io/enabled: "true"
data:
key: "tencent.com/vcuda-core"
dataType: "integer"
defaultvalue: "20"

descriptionzh:

descriptionEn: "GPU vcore count, 100 virtual cores equal 1 physical GPU
core"

group: "gpu-manager"

limits: "optional"

requests: "disabled"

ZHRAX

metadata:
name: cf-crl-gpu-manager-vcuda-core

labels: [HHRIAIZAFRZE]

metadata:
name: cf-crl-gpu-manager-vcuda-memory

labels: [HEKAIRZ]

REEALSE

FE VA 7
limits disabled/required/optional FIRBRBIECE

requests disabled/required/fromLimits TIHEKALE
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0 Alauda Container Platform

figiR vLLM  float16 (Y3t EsEhZE /D>
XX ] GPU 5%

B=x

| A
Wiz
fER
PSS
HRARE
FERR
HASHT
IS
#HI% 1 : BIE GPU T EAEN
I8 2 RERENEEER
*

IR 3 : WIFAELRFRA M

S
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) L IR

782

o WM 1 118 EES <8.0 B NVIDIA GPU (#5140 Tesla V100, T4)

o HEEUZRD : FTE bfloat16/FP8 4EEM LLM (5120 LLaMA-2-70B, GPT-NeoX-20B)
NI/
1. BARISR(EE.

ValueError: floatl6/bfloatl16 is only supported on GPUs with compute cap
ability at least 8.0

2. 1REVINEET Pz IE K W

FMAXHEE

File "/usr/local/lib/python3.10/site-packages/vilm/model_executor/layers/

quantization/__init__.py", line 37, in _verify_cuda_compute_capability
raise ValueError(

ValueError: bfloatl6 is only supported on GPUs with compute capability at

least 8.0. Current GPU: Tesla V100-PCIE-16GB, compute capability 7.0

RAIR A

FERRE

GPU iItHRENARE
GPU HIITHEAES (CC) FAEUFE IR REEK
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 bfloatl6/FP8 : 5% CC >8.0 (Ampere 22k 5 HT)

o FP16 Tensor Core {f{t, : 2 CC >7.0 (\Volta Z2#s8FE 1)

BARDHT
L. SRR

e Ampere Z R GPU (CC <8.0) f/& I bfloatl6 4EfHEH BT

e Volta/Turing (CC 7.0-7.5) B Tensor Core {X3Z3F FP16/FP32 E&¥E

2. [ESEHIRE

def _verify_cuda_compute_capability():
if device.compute_capability < MIN_REQUIRED_CC:
raise ValueError(f"Requires compute capability ={MIN_REQUIRED_C
C}”)

EHFE

=

IR 1 Bk GPU 1T EREN

\

import torch

print(f"Compute Capability: {torch.cuda.get_device_capability()}")

NI

% 2 . RERBBE K

cat model/config.json | grep "torch_dtype"

IR 3 WUFAEZRFRA M
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from vllm import _is_cuda_compute_capability_compatible as compat
print(f"bfloatl6 supported: {compat((8,0))}")

PSS

FIXTITEREN A R AfER T R

AR 51

¢ CUDA Toolkit 211.8

BAELIR

1. &% InferenceService yaml :
NNI0S¥) --dtype=half
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apiVersion: serving.kserve.io/vilbetal
kind: InferenceService
metadata:
name: llama-2-service
annotations:
serving.kserve.io/enable-prometheus-scraping: 'true'
spec:
predictor:
containers:
- name: kserve-container
image: vllm/v1llm-serving:0.3.2
args:
- --model=meta-1llama/Llama-2-7b-chat-hf
- --dtype=half
- --tensor-parallel-size=1
resources:
limits:

nvidia.com/gpu: '1'

2. FFENEER

IR

1. T :

from vllm import LLM
LLM.validate_environment(model_dtype="bfloatl6")

2. ERACE -

helm upgrade -i nvidia-device-plugin \
--set compatabilityPolicy=strict \

--set computeCapabilities=8.0+

3. AL
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1lm = LLM(model="codellama/CodeLlama-34b",

quantization="awq",
load_format="awq")

EPSAPS

GPU 1THEEE1S%

2 CC juH

Volta 7.0-7.2

Turing 7.5

Ampere 8.0-8.9

Hopper 9.0+
BhE%E

1. NVIDIA Compute Capability Table ~

2. vLLM Hardware Requirements ~

SRR K

FP16 Tensor Core

FP16/INT8

bfloat16/TF32/FP8

FP4/FP8 Eh{SUEHN


https://developer.nvidia.com/cuda-gpus
https://developer.nvidia.com/cuda-gpus
https://developer.nvidia.com/cuda-gpus
https://docs.vllm.ai/en/latest/getting_started/installation.html
https://docs.vllm.ai/en/latest/getting_started/installation.html
https://docs.vllm.ai/en/latest/getting_started/installation.html
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EPSAES
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SETHR
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Q Alauda Container Platform

Paddle Autogrow N1 ECE GPU-Manager
A ARt ]
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Y PaddlePaddle ] Autogrow NEHBLERER-S GPU-Manager R EFAC N7 EIR [F) i 2 RN
AJRER AT FE

1. BTARENECAELS S OOM iR

2. GPU FIRRRFE KN

3. YILRSHFERRA AR

4. nvidia-smi REKNFERSHERZIT A —K

RAIR A

RE DT

1. R ORI IR
Paddle {¥] Autogrow KRzNE S EC , T GPU-Manager B ESKIZEL IR N 7R
5F

2. EIHHIAES
Autogrow FIZEIR B it HS GPU-Manager FIN7F EIMUEREE IFZR

3. TUHHRAE PR
WERG N AR TR , SBREFAERAR—

fim A AN -

Autogrow FE43 i =l ax R K/
GPU-Manager ML EEEYIENFEK
RIS BC S BRI R 5 2% I
NEEH | R TE—BMRE

i RT3
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A f s_ s
jj :*:*E%]ZE

BT HGEA &) Paddle {E AESE D ALK

FLAGS_allocator_strategy=naive_best_fit

R

1. FEEH FIkHFE
2. ] REFE{K Paddle KNTZE ISR

K IR

Kubernetes 3

1. 4®%E Deployment BLE

apiVersion: apps/vi
kind: Deployment
spec:
template:
spec:
containers:
- name: paddle-container
env:
- name: FLAGS_allocator_strategy

value: 'naive_best_fit'

2. VFRECE

kubectl apply -f updated_deployment.yaml

3. KFfCE
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kubectl exec <pod-name> -- env | grep FLAGS
y kv
PR BRE
1 FEPITHIREIMNR A E

export FLAGS_allocator_strategy=naive_best_fit
python train.py

2. B fE Python AR FRE

import os

os.environ['FLAGS_ allocator_strategy'] = 'naive_best_fit'

RuE A%
1 EEEEWAN A

I0715 14:25:17.112233 12345 allocator.cc:256]
Using Naive Best Fit allocation strategy

2. I Bodstt

nvidia-smi --query-gpu=memory.used --format=csv -1 1

3. Mgk

import paddle

for 1 in range(10):
data = paddle.randn([1024, 1024, 100], dtype='float32')
print(f"Allocated {i+1}GB")
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ilEiyid
NHT5

L RAFEA MRS
FHREHEF Paddle release notes FXTFNEN BT

2. BiEhcE
s Prometheus 52511 :

e alert: GPUAllocConflict

expr: rate(paddle_gpu_malloc_failed_total[5m]) > 0O
labels:

severity: critical

annotations:

summary: "GPU Memory Allocation Conflict Alert"

3. RN
I TNF D BCELINA

python -c "import paddle; paddle.utils.run_check()"

EPSAPS

N7 Bkrg T EL

R A=) 74
autogrow = AR ECHERER ZE
naive_best_fit HDECEERE AIREFAERE A

Paddle Memory Optimization Whitepaper ~


https://www.paddlepaddle.org.cn/documentation/docs/en/guides/flags/memory_en.html
https://www.paddlepaddle.org.cn/documentation/docs/en/guides/flags/memory_en.html
https://www.paddlepaddle.org.cn/documentation/docs/en/guides/flags/memory_en.html
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Q Alauda Container Platform

Ao B

TR
NR

ACEEIEMR

TIRETERS

£ GPU 1T o EACEEHINIRES

[ilf7Ses

YiE GPU fitE

NVIDIAMPS BCE (3Kzh3CHF CUDA JRA ¥ >= 11.5)
GPU IR HE

LERIUE


http://localhost:4173/container_platform/zh/
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Q Alauda Container Platform Q

I

B=x

AL EBEIRMA

ACE EIEMEEA

feE B R — NP~ , AT Kubernetes FEFACE GPU MNRITNAE. XIEXHY
MNEH MR T S~ eSS, MBEEREEM R LR EYEE GPU (pGPU), R GPU
(VGPU) MZ 372K (MPS) BCE.


http://localhost:4173/container_platform/zh/
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Q Alauda Container Platform

YRETE

£ GPU 7 R _EACEREAFNNE S

[k Sk

¥ GPU BCE

NVIDIAMPS BCE (3Kz)3ZHF CUDA RRAIM >= 11.5)
GPU B E

LEREUE


http://localhost:4173/container_platform/zh/
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0 Alauda Container Platform Q

£ GPU T _FECE IR 25

MBS HARRIEM , THREALEENBIEANFRT |, KRS BERR S RAT
FIM GPU ThRERMEFIELLIE, [RT AKRET RES GPU RIS , FUT GPU BLE.

ARR TR LR BB GPUTTHEREN AT m#FRA GPU "I,

EE BRESFERY , RELEERTRMLEMN TR, AXRENEFRRMEXED , FS%
NVIDIA B A &HEIH 7,

Bk

[i0E7=:3es
R GPU BK3z)
ARERIR N T Ethit
ZHIRF)
% NVIDIA BZRE1TRS
iR GPU FLE
£ GPU MV S5 ¥ LERREMIE GPU it
NVIDIAMPS BCE (3Kzh374F CUDA JRA IR >= 11.5)
1 GPU W& EHBZE NVIDIA MPS #f4
£ GPU RN EIR R E_EPITUATR/E
BLE kube-scheduler (kubernetes >=1.23)
GPU EIHRHACE
Bt & kube-scheduler (kubernetes >= 1.23)
£ GPU MV 582 3% LEBE GPU EIRZHHEM
LERINE


https://docs.nvidia.com/datacenter/tesla/tesla-installation-notes/index.html
https://docs.nvidia.com/datacenter/tesla/tesla-installation-notes/index.html
https://docs.nvidia.com/datacenter/tesla/tesla-installation-notes/index.html
http://localhost:4173/container_platform/zh/
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AR 561

FEHRET R EEHEST GPU RIR , AT REBTATREN GPU TR,

I GPU IXz)

FE AR GPU 7 i f# F NVIDIA MPS #F , BRI E8 GPU 524474 Volta 3 #ThR
A (Volta/Turing/Ampere/Hopper 55) , BIKE)FE F 3% CUDA hRA 11.5 35 ShRAS.

AREIK S T Bt

1. BRE| GPU TR , Fi51Ta< lspci |grep -i NVIDIA AEILT R GPU BT,

ELLTFRAIH , GPU U234 Tesla T4,

lspci | grep NVIDIA
00:08.0 3D controller: NVIDIA Corporation TU104GL [Tesla T4] (rev al)

2. 1718 NVIDIA B 7 Wik~ $REIREN T 8isEx.
1. e RERS A=+ Drivers,
2. 1R1E GPU T R BV SIAE T H RN HHIEE.
3. =i Search,
4. =iy Download,
5. ;5§ Download > Copy Link Address & H3Rsh T aksEE.

3. £ GPU T EPITA T4, BIE /home/gpu B3R, IR FEIFRFENZLE
X,


https://www.nvidia.cn/
https://www.nvidia.cn/
https://www.nvidia.cn/
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# 4 /home/gpu B

mkdir -p /home/gpu

cd /home/gpu/

# KIKE M TFEE] /home/gpu B3%, 7~ : wget https://cn.download.nvidia.co
m/tesla/515.65.01/NVIDIA-Linux-x86_64-515.65.01.run

wget <IKzFhTEIE>

# BIFIKEN R EREN T, MRIREIEKFNC A4 (6120 © NVIDIA-Linux-x86_64-515.6
5.01.run) NFRRTEBIN

ls <BRENHE>

I IKEN
1. f£ GPU T EPUTA T4 , LRI S YFTHRERG XK gee 1 kernel-devel £,

sudo yum install dkms gcc kernel-devel-$(uname -r) -

2. PITA T 654 A% GPU IR,

chmod a+x /home/gpu/<BEKFh 4>
/home/gpu/<3IXEHHE> - -dkms

3. BETAG , PIT nvidia-smi €4, WMRIREZEMLTRAIK GPU 58, NIFRRIKshZ
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# nvidia-smi
Tue Sep 13 01:31:33 2022

| NVIDIA-SMI 515.65.01 Driver Version: 515.65.01 CUDA Version: 1
1.7 |

| GPU Name Persistence-M| Bus-1Id Disp.A | Volatile Uncor
r. ECC |
| Fan Temp Perf Pwr:Usage/Cap| Memory-Usage | GPU-Util Comp
ute M. |

| © Tesla T4 Off | 000EEE0E0:00:08.0 OFf |

| N/A  55C PO 28W /  70W | 2MiB / 15360MiB | 5% D
efault |

| Processes:

I
| GPU GI CI PID Type Process name GPU

Memory |
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1. £ GPU Fi & _E#RA0 NVIDIA yum B,

distribution=$(. /etc/os-release;echo $IDSVERSION_ID) && curl -s -L htt
ps://nvidia.github.io/libnvidia-container/$distribution/1libnvidia-conta
iner.repo | sudo tee /etc/yum.repos.d/nvidia-container-toolkit.repo

yum makecache -y

W32 R "Metadata cache created.” HIPRS |, TR AT,

2. &I NVIDIA FEHz1THY,

yum install nvidia-container-toolkit -y

LiE7R complete! WHIMES , KRR,

3. BEERGAZTTHT.
BT ECERMBI A,

o Containerd: &% /etc/containerd/config.toml 3 {4.
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[plugins]
[plugins."io.containerd.grpc.vl.cri"]

[plugins."io.containerd.grpc.vl.cri".containerd]
default_runtime_name = "nvidia"
[plugins."io.containerd.grpc.vl.cri".containerd.runtimes]

[plugins."io.containerd.grpc.vl.cri".containerd.runtimes.ru
nc]
runtime_type = "io.containerd.runc.v2"
runtime_engine = ""
runtime_root = ""
privileged_without_host_devices = false
base_runtime_spec = ""
[plugins."io.containerd.grpc.vl.cri".containerd.runtimes.
runc.options]
SystemdCgroup = true
[plugins."io.containerd.grpc.vl.cri".containerd.runtimes.nv
idia]
privileged_without_host_devices = false
runtime_engine = ""
runtime_root = ""
runtime_type = "io.containerd.runc.v1l"
[plugins."io.containerd.grpc.vl.cri".containerd.runtimes.
nvidia.options]
BinaryName = "/usr/bin/nvidia-container-runtime"

SystemdCgroup = true

o Docker: &% /etc/docker/daemon.json 3 {4&.
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{
"default-runtime": "nvidia",
"runtimes": {
"nvidia": {
"path": "/usr/bin/nvidia-container-runtime"
3
3
}

4. 3 Containerd / Docker,

¢ Containerd

systemctl restart containerd #ZEJ3

crictl info |grep Runtime ##&&

e Docker

systemctl restart docker #EJ3

docker info |grep Runtime ##&&

iE GPU B E

£ GPU MV & 8 FETEYIE GPU i

£ GPU RIS R _EPITRUTHRIE -

1 EBRZEMAET | 5EF "SRR 742, BEEE "ACP GPU R& k4" HITIT "pGPU" ik
Iﬁ\ .

2.7 TR EIRT , EEFEREYIE GPU KT R, AERE "M ETERR", A
"REFRE" HERE "pGPU" |, SR/eH T OK ;



3. 7£ "Pods" EW K+ , 8B 5 nvidia-device-plugin-ds SNV IR RAIZTRE , BERREH
T, FHHREEREET R IETT.

NVIDIA MPS it (JE33x$F CUDA IRASIA >=
11.5)

£ GPU v 5558 EHEZE NVIDIA MPS #&ft

£ GPU &R EIE R I EPITRUTHRAE

1. FEERZAMFF | EF "SRRG 742, BEEE "ACP GPU R&HhMH" T "MPS" 1%
m ;

2. FE WA TR, ERETEHNEYE GPU KT R, AREAE "M REIERS" , R0
"REINE" FEE "MPS” , AR OK ;

3. 1 "Pods" &£ , &5 nvidia-mps-device-plugin-daemonset Xt KA 25451 TR
S, BERDARE  SHHREEEE T RbLET.

Bt E kube-scheduler (kubernetes >=1.23)

1 WHEHEHNTR £ REREREFESEWS| FRRRE,

cat /etc/kubernetes/manifests/kube-scheduler.yaml

KERABE —config %W , FFE{EA /etc/kubernetes/scheduler-config.yaml , 217~
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apiVersion: vi1i
kind: Pod

metadata:
creationTimestamp: null

labels:
component: kube-scheduler

tier: control-plane
name: kube-scheduler
namespace: kube-system
spec:
containers:
- command:

- kube-scheduler
- --config=/etc/kubernetes/scheduler-config.yaml

EE  ERSENMEENTFANIARE. WREEBREAN] , FREAE. TR REGE

E
E X ACE & 52N B R ST,
2. KBRS RIS E .

l.ih1fﬁﬁé>: kubectl describe service kubernetes -n default |grep

Endpoints ,

HAEB R Endpoints: 192.168.130.240:6443

2. ¥ T Master i/ k£ /etc/kubernetes/scheduler-config.yaml J{ERINA AL
THRE , KPP ${kube-apiserver} MZE#AE—ISHHIH,
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apiVersion: kubescheduler.config.k8s.io/vlbeta2
kind: KubeSchedulerConfiguration
clientConnection:
kubeconfig: /etc/kubernetes/scheduler.conf
extenders:
- enableHTTPS: true
filterVerb: predicates
managedResources:
- ignoredByScheduler: false
name: nvidia.com/mps-core
nodeCacheCapable: false
urlPrefix: https://${kube-apiserver}/api/vl/namespaces/kube-system/
services/nvidia-mps-scheduler-plugin/proxy/scheduler
tlsConfig:
insecure: false
certFile: /etc/kubernetes/pki/apiserver-kubelet-client.crt
keyFile: /etc/kubernetes/pki/apiserver-kubelet-client.key
caFile: /etc/kubernetes/pki/ca.crt

1R schedule-config.yaml X4 2 #74E extenders , ¥ yaml FAINEIRE

- enableHTTPS: true
filterVerb: predicates
managedResources:
- ignoredByScheduler: false
name: nvidia.com/mps-core
nodeCacheCapable: false
urlPrefix: https://${kube-apiserver}/api/vi/namespaces/kube-system/
services/nvidia-mps-scheduler-plugin/proxy/scheduler
t1lsConfig:
insecure: false
certFile: /etc/kubernetes/pki/apiserver-kubelet-client.crt
keyFile: /etc/kubernetes/pki/apiserver-kubelet-client.key
caFile: /etc/kubernetes/pki/ca.crt

3. BTN & LUREE 25 ID :

e Containerd : $i4T crictl ps |grep kube-scheduler , HHANT , £—3 | hB D,
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1d113ccfilcla9 03c72176dof15 2 seconds ago Running
kube-scheduler 3 ecd054bbdd465
ube-scheduler-192.168.176.47

e Docker : 134T docker ps |grep kube-scheduler , #iHaNTF , £—3ARZS ID.

30528a45a118 d8a9fef7349c "kube-scheduler --au..." 37 minutes
ago Up 37 minutes k8s_kube-scheduler_kube-scheduler-192.168.13
0.240_kube-system_3e9f7007b38f4deb6ffd1c7587621009_28

4. {FF_E—HFK15A 25 ID EJZ Containerd/Docker 2%,

¢ Containerd

crictl stop <&# ID>

5. 5 [2 Kubelet,

systemctl restart kubelet

GPU EifsslcE

ACE kube-scheduler (kubernetes >=1.23)

L WSEREHTR £, RERERFESEMS AR,

cat /etc/kubernetes/manifests/kube-scheduler.yaml

KERRAE —config %I , 3 H{EA /etc/kubernetes/scheduler-config.yaml , 20 FFf7R
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apiVersion: vi1i
kind: Pod

metadata:
creationTimestamp: null

labels:
component: kube-scheduler

tier: control-plane
name: kube-scheduler
namespace: kube-system
spec:
containers:
- command:

- kube-scheduler
- --config=/etc/kubernetes/scheduler-config.yaml

EE  ERSENMEENTFANIARE. WREEBREAN] , FREAE. TR REGE

E
E X ACE & 52N B R ST,
2. KBRS RIS E .

l.ih1fﬁﬁé>: kubectl describe service kubernetes -n default |grep

Endpoints ,

HAEB R Endpoints: 192.168.130.240:6443

2. ¥ T Master i/ k£ /etc/kubernetes/scheduler-config.yaml J{ERINA AL
THRE , KPP ${kube-apiserver} MZE#AE—ISHHIH,
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apiVersion: kubescheduler.config.k8s.io/vlbeta2
kind: KubeSchedulerConfiguration

clientConnection:
kubeconfig: /etc/kubernetes/scheduler.conf
extenders:

- enableHTTPS: true
filterVerb: predicates
managedResources:
- ignoredByScheduler: false
name: tencent.com/vcuda-core
nodeCacheCapable: false
urlPrefix: https://${kube-apiserver}/api/vl/namespaces/kube-system/

services/gpu-quota-admission/proxy/scheduler
tlsConfig:

insecure: false

certFile: /etc/kubernetes/pki/apiserver-kubelet-client.crt
keyFile: /etc/kubernetes/pki/apiserver-kubelet-client.key
caFile: /etc/kubernetes/pki/ca.crt

3. BITA T dn & ARV A 2% ID

(i

e Containerd : $i4T crictl ps |grep kube-scheduler , HHINT , £—F kB ID,

1d113ccfilcla9 03c72176d0f15 2 seconds ago Running

kube-scheduler 3 ecd054bbdd465 k
ube-scheduler-192.168.176.47

o Docker : 1z{T docker ps |grep kube-scheduler , #HiHZNTF , £—3ARZS ID,

30528a45a118 d8a9fef7349c "kube-scheduler --au..." 37 minutes

ago Up 37 minutes k8s_kube-scheduler_kube-scheduler-192.168.13
0.240_kube-system_3e9f7007b38f4deb6ffd1c7587621009_28

4. {FFA_E—HH1ERA 2 ID EJZ Containerd/Docker 25,

e Containerd

crictl stop <&# ID>
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5. 5|2 Kubelet,

systemctl restart kubelet

£ GPU MV 55 8f LEl%E GPU EIE a8 iHT

£ GPU RV EIE R EPITRUTHRIE -

1. FEERZMFEF | &F "SRG 742, REEE "ACP GPU &M FHFTH "GPU-EIH

2.7 WA ETRY  EREESEYIE GPU T &, RERAE RS AETER | R
"REBRE" FIERE "VGPU" , SRfeHE OK ;

3. 7£ "Pods" EW K+ , &5 gpu-manager-daemonset SNV IR RAIZTRE , BEREE
FE , FHEREAREET R ETT.

SEARUSIE

ik 1 IS ERNERIT R LIETU T 6H4KE GPU TR LA B GPU RIR :

kubectl get node ${nodeName} -o=jsonpath='{.status.allocatable}'

Fik 2 : T A BBTHER N GPU RIREIE GPU AR, MBS , B Pod 3
TAT 4 -
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# nvidia-smi
Tue Sep 13 01:31:33 2022

| NVIDIA-SMI 515.65.01 Driver Version: 515.65.01 CUDA Version: 11.7

e m e e e e e e e e memaao o e o m e e oo oo
----- +

| GPU Name Persistence-M| Bus-Id Disp.A | Volatile Uncorr.
ECC |

| Fan Temp Perf Pwr:Usage/Cap| Memory-Usage | GPU-Util Comput
e M. |

| I | MI
G M. |

I ey ooty e
=====|

| © Tesla T4 off | 00EOEO0:00:08.0 Off |

o |

| N/A  55C PO 28W /  70W | 2MiB / 15360MiB | 5% Def
ault |

| | |

N/A |

e e e e e e emm oo e e e oo e e e oo
----- +

o o o e e o e e e e e e e e e e e eeeeo o
----- +

| Processes:

I

| GPU GI CI PID Type Process name GPU Me
mory |

[ ID ID Usage

KERBIEMRZRET) GPU 5L,
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Q Alauda Container Platform

/ﬁ/ﬁlv_ RN

A
WA=
TIREIENE
RB
N s
15 FABR I

TIRETERS

GPU RR a1z

Thaettid

B BT Bl


http://localhost:4173/container_platform/zh/
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Q Alauda Container Platform Q

I

B=x

RIREAEN R

B
IV=2h%7
{F FAPR )
l_\_l
TRV 2

RS 5 2 Kubernetes T F IR 23 EH K RBLE 9 . BENER W IIERBFH GPU
FIEF AZR AL mA T UM, 2RI LSO FEARAN T SR ¥R AT | IMEMANEAEE LK
IHEFAZE fl GPU RIZIHFE :

RS 5 2 Kubernetes T F IR 23 EH K RBLE T 9 . BEANER W IIERBFH GPU
FEF ARSI WM., ZERERNEAREmIR M 1TEFBZE 1 GPU N7EH#E -

o TRIRIEIE | IREREA Kubernetes i i GPU &R EF BN
o BHARWNIEE TN LIEREM GPU JEFE , AR NANE

SRR A R SF AR O INE S5 (pGPUNNGPU (GPU-Manager) /IMPS) £5% , 1§
FREB GPU L , SRIERIRECER , FFHER AUML THEfREk. SRR AR S-S5 MERER

2


http://localhost:4173/container_platform/zh/
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s
BRI ORI -
. SUERTIARIE

[F) B M IR B GPU it E 85T (CUDA NAZ) AINTFEFIRZER |, 14 RN 2545 At
K2 L.

o FIATERRER

FET RMBJENE MREEE , R TENRRES S T EAE TR AREB T
REX.

o RALEM

SMAMRZER (pGPUNGPU/MPS) JoasthfE , TTHEEIMAIE , FIF Kubernetes [F4

CLIN=PER
o SR

1% GPU FEARFFREFTBCE MR BB HE (ZWA 7 X) |, BEEARTMA TR TR ENKIF
AR,

N Ft5 =

RIREIZRERN BHRMT
o MEREiifL

FENGERTIRARTA MK GPU , FAREFS TERBARRIEEK, 6120, il
FFEER <30% 27HL GPU NFRARRA , MAAFS AL,

o ZHFIAE

ERZIEF WS VGPU JHRE |, sBHIIIT GPU BCEA MM, IRER Al FAERES ZFEA
B S N BRI BIRR AR,

o HARRE
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Ak Kubernetes MR 38 A #E RRETL A i E AN b 2 AN GPU FIRIRE , K&
an AR TER S LR B U AR SREX.

o HRIELUT

BT AR EAREIMNTEE B AREE GPU MR TEREFHK OOM (NERE) =
. 5 Kubernetes AL X S ZE D SHITIRA R R 247,

o FNENL

DAL GPU MR (6120 , IEEITERK) |, AEAEIEY RREH Al ZRER e
MESERESE.

{52 FRPR 1

fFRRIREIEE  FEERAUTRS) :
o FEBRIREE

o BEAKHPHERD—PINEBFEIR (pGPUNGPU/MPS)
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Q Alauda Container Platform

YRETE

GPU TR T

Thaettid


http://localhost:4173/container_platform/zh/
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Q Alauda Container Platform

(;F“J dgHV_/\

318) GPU {33 AR
e RAER
IRfETERT
BN
Vila) B 25 HTERR
[ABUN)s
KEEFERR
i (BSR4

TREMER

RIREITTNRE AV R 231 & o SKES A1 1 SE MEstaR BR -y A
RMNFERBE N, AR EE M RAR

o 13T GPUMEBE : A% GPU BIR 7 B KR
o HEBRHITE © 247 GPU S OG-S RIRA KA.

|—‘—||:u:|

et

(Pods) NI GPU %I
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o MACTAESER | RIBEIRMLRE , BETERBEN .
SRR

o SKEFISHE GPU SR AT,
o X GPURMRIITHE N , UIHATAEENL,

o ZNR/Z B E GPUMERELLER.
RHARIME

o HERESY GPU RIRHFER AT AL
o BT AR AR SRR,

P ENRE

o TRRMT | IREEDT R GPU M RERMAFE R
REAR TR - WML R A GPUTERR,
o BENHAFEE : SHTRIE 30 7592 7 REEHE.

ThREMLE:

o KA - BB BSRIFNREN LSRR
%

MRS - IRGPUZTY |y & T[S A4 4e/ MEbR UL

T T IR S 5 AR GPU R
1) /8] GPU YRR

1. SHEFEEEAE
2. BRIRAERL - WIE -~ (URIR
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3. YHEIGPU B
2 AT RTERR

1. e R IR (UERIR
2. NTFHSEAFIEEE TR
3. WA ATEE

o T 30434

o BRI 1/6/12/24 /)N

o IE2/TXK

B GLE

3 IRfifrary

S ik

GPU I (£t GPUTBAENES L (0-100%)

GPUNTFERE R AN STRNG (LGB R
RBEWS

BB BRI GPUERIER -
L 3R 25 2RTERR

1. SH1ZEI GPU B T I ERIR

2. RIS
2 BoEId SRS

1. 5% GPUZERY .
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o GPU-Manager(vGPU)

e MPS

3 RBEERR

FEbR ik
2320 GPU FI| I BEE R RARK GPUITE[FREN
2240 GPU N7Z BEE A RARRNENE

bef [B) Y0 R 4%
MBS R A IR

AR

- I 30474
- HRIE 1/NEY
3&6/J\HT
12 /N
- B 24 /B
- 2 X

- mE7TX

- BEGHE
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