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6. & CSV

Upgrade Process

Overview

#T OLM (Operator Lifecycle Manager) f£22 , OperatorHub 124t 7 45— R E Sk EIE
Operators &3, FLR R A FHA,

IR RATPUE IS OperatorHub Z3EFE1E Operators , SR Kubernetes W B4 45 B HAIE
ik, , BIERIE. FHMMBIER.

OLM FEH A CRD AR :

« OLM (olm-operator) : ‘E3# Operators HITeRAEGERR , AIFRE. FRMRAIPIAIN,
« Catalog Operator : E1% Operator B g4 AN A InstallPlans,

« CatalogSource : 754 ZT[B{EfEH CRD , I Operator H:RRFFIR At Operator TR
(FEAEE. BEIHEM CRDs) . FAief 3 1EA CatalogSources : system, platform
F1 custom, system F ] Operators N 7E OperatorHub F B 7K.,

 ClusterServiceVersion (CSV) : 43 & T [B)/ERIZH CRD , #i& Operator RI4FERRAS , A
FERT B ER. CRDs FIAUR.

« Subscription : #y& T[EWERZA CRD , #IA1TFMK) Operator, HKIR, KEURE R FK
R

« InstallPlan : iy& T [EWEARIZA CRD , # A KFRHITHIZRIEIE (2N413 Deployments,
CRDs, RBAC) ., Operator R B 7E InstallPlan it G A ST FAK.

Operator Sources

JABAMA OperatorHub A/~ [F] Operators 4 p FIHAKREE , FEfRET 5 FhRIREE! !

1. RER
M RER R4, BEeLaAEE, ReFTH. BRIFR SLA R,

2. Curated
MWFFBAM X 5% |, IRASHXEE—3 , TARBREETTmME. RER B NL4LE
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1, (BRI SLA S dn EIRAETE,

3. Community
AR X, EHERMARIE T 2t , (BARETNRETTEM: ; T SLABK RER X
.

4. Marketplace

HiEd RER INERNSBE=AT BREMi4Hr, RER RUEFEEMNCHET , O4HPE A

5%

5. Custom

FRAPTFRI EF , LUREBEXERTXK.

Pre-installation Preparation

TER 4 Operator 287 , TE TR T REES%K -

Installation Mode
OLM 1Rt =Fhaxta = :

e Single Namespace
¢ Multi Namespace

e Cluster

H#2{F FH Cluster #, (AlINamespaces) . FARLXBEHALKZE OLM vl , {FF
AllNamespaces TR, , b REH 4 (#E A SingleNamespace 1 MultiNamespace.,

Update Channel

205K Operator IREZANEFHERE , 7GR TRHKIERIE | 620 stable,

Approval Strategy

%M : Automatic ¢ Manual,
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o Automatic : Y1EFREAMPTRAE , OLM £BHzhFHKk Operator,
e Manual : YFFIRAR , OLM LAIBRFEKER , FEHEEIFIMMERA ST,

FE  REL IR Operators (Y Manual 5, , BRZ 3R M,

Installation Location
B Operator 43I0 (4 4 Z518).
#Z% ) Operators 1Z[F—#3 & T (8] , H Subscriptions a[gE&&FF 81 InstallPlan :

o A ZMATEFH InstallPlan FZE Manual #t B A TEFFHCRES |, TaEAZER—
InstallPlan = E At Subscriptions B shFH4Kk.

Installing via Web Console

1. &% Web 15 & FHY1#%ZE Administrator f1[&],
2. 3t \ Marketplace > OperatorHub,
3. &R Absent :

o M\ REZ Customer Portal T2 Operator #4-4, , BRI,
o (£ violet HHHBLEZBRER (FILCL) .

 7£ Marketplace > Upload Packages THY]#ZE Operator #r& I , M\ L1,

4. FRAEA Ready , Rl Install 3% Operator F FERIIRAF.

Installing via YAML

PUFRBIERT KRB REZR ({1 Manual) F3E REx= KIJR (Manual 3¢ Automatic) K
Operator &E 7%,

I INFO
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SR NIIAARIKTE global cluster ({£A YAML Bf) A< , Operators REFEZITH B
FREERE TP, PUTIHA YAML JEEHT , BMHREIEREBIRERE.

Manual

harbor-ce-operator H REZL , {N3FF Manual LA,
Manual #\F , BMEAAFIRA , Operator AL BT , KIF3) Approve f5 , OLM
A EPITHER.

1. BEFFRA

echo -e "CHANNEL\tNAME\tVERSION"

kubectl get packagemanifest harbor-ce-operator -o json | jq -r '
.status.channels[] |
.name as $channel |
.entries[] |

[$channel, .name, .version] | @tsv

) | column -t -s $'\t'

B

CHANNEL NAME VERSION
harbor-2 harbor-ce-operator.v2.12.11 2.12.11
harbor-2 harbor-ce-operator.v2.12.10 2.12.10
stable harbor-ce-operator.v2.12.11 2.12.11
stable harbor-ce-operator.v2.12.10 2.12.10

FEEA

o CHANNEL : Operator 2238 £ #R
« NAME : CSV RIRE%FR

e VERSION : Operator iR~

2. ff A\ catalogSource
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kubectl get packagemanifests harbor-ce-operator -ojsonpath='{.status.cata

logSource}'

B

platform

#F7N harbor-ce-operator 3H platform catalogSource,
3. Bl & =(H]

kubectl create namespace harbor-ce-operator

4. $)% Subscription

apiVersion: operators.coreos.com/vlialphal
kind: Subscription
metadata:
annotations:
cpaas.io/target-namespaces: ""
name: harbor-ce-operator-subs
namespace: harbor-ce-operator
spec:
channel: stable
installPlanApproval: Manual
name: harbor-ce-operator
source: platform
sourceNamespace: cpaas-system

startingCSV: harbor-ce-operator.v2.12.11

FEEA

annotation cpaas.io/target-namespaces : B IRBAT , TRNEFSUE T,

.metadata.name : Subscription Z# (& DNS #1350 , &K 253 F&F) .

.metadata.namespace : Operator L& K454 Z|A].,

.spec.channel : 1T Operator &,
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 .spec.installPlanApproval : it #ESKEE ( Manual B Automatic ) , JtALA Manual ,
TRt I TR

* .spec.source : Operator catalogSource,

» .spec.sourceNamespace : WIXE A cpaas-system , K &1Z M FTE catalogSources
b5 (vim T A 1T

« .spec.startingCSV : $55& Manual it MR AIRA , BHAT VAR R EFRRFTRA.
Automatic IR A FITFEL.

5. &% Subscription k&

kubectl -n harbor-ce-operator get subscriptions harbor-ce-operator-subs -

o yaml

Kt -

.status.state : UpgradePending ZR7~ Operator 1EZFR I TR,

Condition InstallPlanPending = True : &5 Fahilt .
o .status.currentCSV : M4 TRMEHE CSV,

« .status.installPlanRef : 3<EXf] InstallPlan , Wil A fa et A Sakes,

6. flt £ InstallPlan

kubectl -n harbor-ce-operator get installplan \
"$(kubectl -n harbor-ce-operator get subscriptions harbor-ce-operator-s
ubs -o jsonpath='{.status.installPlanRef.name}"')"

ZNC] L Tee
NAME CSv APPROVAL APPROVED
install-27t29 harbor-ce-operator.v2.12.11 Manual false

FENLHE
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PLAN="$(kubectl -n harbor-ce-operator get subscription harbor-ce-operator
-subs -0 jsonpath='{.status.installPlanRef.name}"')"

kubectl -n harbor-ce-operator patch installplan "$PLAN" --type=json -p
='[{"op": "replace", "path": "/spec/approved", "value": true}]'

1% CSV 4132 |, Phase A4 Succeeded

kubectl -n harbor-ce-operator get csv

B

NAME DISPLAY VERSION REPLACES
PHASE

harbor-ce-operator.v2.12.11  Alauda Build of Harbor 2.12.11 harbor-c
e-operator.v2.12.10 Succeeded

FEEA

NAME : B%&3%K) CSV Z#K

DISPLAY : Operator /R4 #

VERSION : Operator hR4<

REPLACES : FHKEZ#{) CSV

PHASE : 3K ( Succeeded FRIRAEN)

Automatic

clickhouse-operator XKBIE RER KR , HiILHEREK 71X E A Automatic,
Automatic 23\, AAHIRAKS Operator & BzhFH4k , TTHRFIMLHE.

1. ERARA
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echo -e "CHANNEL\tNAME\tVERSION"

kubectl get packagemanifest clickhouse-operator -o json | jq -r '
.status.channels[] |
.name as $channel |
.entries[] |

[$channel, .name, .version] | @tsv

) | column -t -s $'\t'

B

CHANNEL NAME VERSION
stable clickhouse-operator.v0.18.2 0.18.2

2. ff A\ catalogSource

kubectl get packagemanifests clickhouse-operator -ojsonpath='{.status.cat

alogSource}'

NG R

platform

#F7N clickhouse-operator 3KEH platform catalogSource,
3. tE A T

kubectl create namespace clickhouse-operator

4. $)% Subscription
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apiVersion: operators.coreos.com/vlialphal
kind: Subscription
metadata:
annotations:
cpaas.io/target-namespaces: ""
name: clickhouse-operator-subs
namespace: clickhouse-operator
spec:
channel: stable
installPlanApproval: Automatic
name: clickhouse-operator
source: platform

sourceNamespace: cpaas-system

FERNRAAR Manual #£3,

5. &% Subscription K&

kubectl -n clickhouse-operator get subscriptions clickhouse-operator-subs

-oyaml

6. &F CSV

kubectl -n clickhouse-operator get csv

ZNCTE
NAME DISPLAY VERSION PHASE
clickhouse-operator.v0.18.2 ClickHouse Operator 0.18.2 Succeeded
R,

Upgrade Process

FHRIMFE M _E{EFTH] Operator fRAFF44.
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HETRUE , F154 10-15 24t , FARISHBRAEER.
EEEMSE  FHRIRIR Subscription FECE SRS AT :
7 Operator Approval Strategy 1% & 4 Automatic , M| B zhF4k.
o FHREX Manual , MFEFAEFRER, TEFEUTAHEAR

o HEFL : £ FAEIE > £HEIE > &5 > Digk WANMITHE.
o FAJRFLR : 7£ OperatorHub FFFHHEFLRIFK.

EE X REX IR Operators XIFt =K.
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Q Alauda Container Platform

Cluster Plugin

B=x

Overview
B & ] il
BT Web 126 & T
BT YAML &3
non-config
1. B ARAE
2. 4 Modulelnfo
3. WIFR%
with-config
1. BEFRBRA
2. 8J# Modulelnfo
3. WiF &%
FHkinAE

Overview

SRHRMERTY BFaTen TR, SMEHET =K CRD HHTEH
ModulePlugin, ModuleConfig 1 Moduleinfo,

¢ ModulePlugin : & X ERHBHFHIERER.
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e ModuleConfig : & XIHEHMIRAEE. B4 ModulePlugin A] A N — ek &2 4
ModuleConfig,

¢ Modulelnfo : IERERIIBEHMRALREREE.

SERHRMIFNSRARE. NERAREEN Ul R | RN EBIMECE S S
BE. FHEN, TR RESDHGTE BEXRESN |, TRUBT shSKR A& B EFMEIREA
ElasticSearch &, ClickHouse, shZEFRHE T ModuleConfig i8] .spec.config FEX ; 70
RIEHERNFENSRE , AFBAT

HhFIET violet TE A%, TE

o fH{FHBEAFE! global cluster , {BRJiR{BECE T3 7E global cluster 2k workload cluster,
o [E—&HN , BEFERBETEK—IK.

o« XHRING , FA4SBE3NTE global cluster £ XF V) ModulePlugin #1 ModuleConfig , J©
BFNEY.

o 4% Moduleinfo BIFRI &340 , Al EFRRA. BIREHEINESRASE., ShEKRETX
B2 ATERAEK ModuleConfig, ¥ % {F ARG S WG <3S,

B & A e

Rt TARAT

L #ENFaEEINE.

2. A ZAMS A  Administrator > Marketplace > Cluster Plugin

KIES | BT ] R R SRR,

BT Web 1558 &3

WNRIHE B R “absent™R S | AT HIRLLE -
1. FEIEHEE -

o Jjjla) R ¥ Customer Portal T X Bz 4,
« %&JT REXR Customer Portal I[A)AR , EEXARIIARSHF.
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2. LEHRHBEFA

e A violet TERKBEHEITA.
o VENERBIESE CLI,

3. WUF 1% -

o 3t )\ Administrator > Marketplace > Upload Packages
o Y]#:%| Cluster Plugin #r& R

o FREIE LERAMRR

o HHEES BR EEBNRAER

4. THAHF

o HiEtEIRE N ready” , mif Install
o WNEHFIEERESE , WA
o TESNHBF R RRFRIFF AT

BT YAML &3
TR A TARSE AT
o JERCETRY - THIOISE , EKER,

o BCENRM : FEERESE , WA,

I INFO
T YAML HZ3R INIEA41E global cluster 31T,

BARIEHAG T4 3T global cluster B¢ workload cluster (EURT ModuleConfig Ff] affinity &
&) ,{8 ModuleInfo RIRABELE global cluster fliE.

AR 7RBliERET YAML &3k,

non-config
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T RESBHIZFE Web Terminal

1. ERARA

WANEE DA% , 82 global cluster F1f ModulePlugin #1 ModuleConfig &g :

NAME AGE
web-cli 4d20h

NAME AGE
web-cli-v4.0.4 4d21h

Z<7K global cluster F7F1E ModulePlugin web-cli , BhRA v4.0.4 2%,

EEIRAK v4.0.4 B ModuleConfig :

apiVersion: cluster.alauda.io/vilalphal
kind: ModuleConfig

metadata:

name: web-cli-v4.0.4
spec:
affinity:
clusterAffinity:
matchLabels:
is-global: "true"
version: v4.0.4
config: {}

.spec.affinity ENMERFEMM , XX web-cli RBERILTE global
cluster, .spec.config AT , RRNEETLTEEE , \JEETE.

2. £172 Modulelnfo

1£ global cluster 4 Modulelnfo RIREIHEYE , TEILESH :
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apiVersion: cluster.alauda.io/vilalphail
kind: ModuleInfo
metadata:
labels:
cpaas.io/cluster-name: global
cpaas.io/module-name: web-cli
cpaas.io/module-type: plugin
name: global-temporary-name
spec:
config: {}
version: v4.0.4

FERURER :

name : EFIRHFIGET BT , AR ELSBIENSEGL , B3N~ <cluster-name>-<H
AWKB7E> , BIA0 global-ee98c9991eald64aaa8054bdachab313 .

label cpaas.io/cluster-name : ¥§EIAELTRKBENRER. &5 ModuleConfig i
affinity J4Z8 , WRESKNW.

AR . AR ARHAE YAML Y FBRERE | YAML (AZENFT global cluster,

label cpaas.io/module-name : JHEZFR , 205 ModulePlugin &IRILEL,

label cpaas.io/module-type : BIEFEL , WA plugin , BRERESELRKMK,

e .spec.config : Xt/ ModuleConfig SAZB o] 88 %,

e .spec.version :EELTERFHEERA , Y45 ModuleConfig i .spec.version [G
fic.

3. &

T Moduleinfo Z# i fEAEE , T[IEITARZLE global cluster FEM TR , EFHERE
FARA -
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kubectl get moduleinfo -1 cpaas.io/module-name=web-cli

NAME CLUSTER MODULE DISPLAY_NAM
E STATUS TARGET_VERSION CURRENT_VERSION NEW_VERSION
global-ee98c9991eald464aaa8054bdachah313 global web-cli web-cli
Running v4.0.4 v4.0.4 v4.0.4

FELRAR -

NAME : ModuleInfo &jf4 #F

o CLUSTER : ffFEEAISRY

e MODULE : fHHHBFR

e DISPLAY_NAME : {FE/RBR

o STATUS : ZHMNKE ; Running FRIRTEMINEIEITH
e TARGET_VERSION : EAREEIRA

e CURRENT_VERSION : ZIEBTRRA

e NEW_VERSION : A FRMIRHIRA
with-config

R~ RESRBZTFE GPU Device Plugin

1. ERARA

MO ANFEEE A% , & global cluster F1f¥ ModulePlugin 1 ModuleConfig &R :

NAME AGE
gpu-device-plugin 4d23h

NAME AGE
gpu-device-plugin-v4.0.15 4d23h

Z<7K~ global cluster 774 ModulePlugin gpu-device-plugin , BIRA& v4.0.15 2470,
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EEIRA v4.0.15 B ModuleConfig :

apiVersion: cluster.alauda.io/vilalphal
kind: ModuleConfig
metadata:

name: gpu-device-plugin-v4.0.15
spec:
affinity:
clusterAffinity:
matchExpressions:
- key: cpaas.io/os-1linux
operator: Exists
matchLabels:
cpaas.io/arch-amd64: "true"
config:
custom:
mps_enable: false
pgpu_enable: false
vgpu_enable: false

version: v4.0.15

WiBH :

o I RBETRIEIRIER S A Linux HE2H4 amd64 HRIEEEE,
=

o HERBAE=/MXLBZIKSNFFX : custom.mps_enable . custom.pgpu_enable F
custom.vgpu_enable , {UREA true BXTNIRFNA ST,

2. 417# Modulelnfo

1£ global cluster F 413 Modulelnfo ERLESHEH , IHEENSRESI (Fl2nf2 A pgpu
vgpu 3Kz) )
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apiVersion: cluster.alauda.io/vilalphail
kind: ModuleInfo
metadata:
labels:
cpaas.io/cluster-name: business
cpaas.io/module-name: gpu-device-plugin
cpaas.io/module-type: plugin
name: business-temporary-name
spec:
config:
custom:
mps_enable: false
pgpu_enable: true
vgpu_enable: true
version: v4.0.15

FEORAAE non-config , BLEVHIFE S B3,

3. BWF&EE

B HRETE global cluster 3 E{:z Modulelnfo , EFWRSFIRA :

NAME CLUSTER MODULE D
ISPLAY_NAME STATUS TARGET_VERSION CURRENT_VERSION NEW_VERSI
ON

business-7ebb241b4f77471235e57dd1lec7fbd0d business gpu-device-plugin g
pu-device-plugin Running v4.0.15 v4.0.15 v4.0.15

FERBAE non-config,

LR ImAE
FERE LA ERRA
1. _E1EFRRA :

o REMFELTHIRA LEEFA,
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o« HETAUE , H1F54 10-15 5 |, FARSHIRAEE.
2. WUEFTARAS :

e 33t A\ Administrator > Marketplace > Upload Packages
o 1J]#%| Cluster Plugin $r%& 1

o VIS BIRFT_EERRRA
3. BITHEK :

3t \ Administrator > Clusters > Clusters
A TRt R R = B R TR E R
BENEROFE | V%) Features AR T
ThReE M T R FHERIRE R AT

R Upgrade STadE T
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0 Alauda Container Platform

—

Chart & J&

A& Chart & EFN Helm charts {52 , 52 I, Working with Helm Charts,


http://localhost:4173/container_platform/zh/developer/building_application/functions/working_with_helm_charts.html
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Q Alauda Container Platform

Upload Packages

FERMT — 1L ITLE violet , AT M Marketplace F R £z Customer Portal %k
K Ea _HERFE.

violet 3ZHF EERAFIEIHIRAGE

e Operator

o SRHAM

¢ Helm Chart

X4 Cluster Plugins g% OperatorHub F 4IRS RE/RA Absent B, FEFHZT A L
B3 N R

violet HI_EERFEEEBIEULTHEE -

1. iR BRI HBER
2. BB IEXRERCE
3. IE & L4132 Artifact 1 ArtifactVersion ‘&R

B=x

| TEIA
Linux 2k macOS
Windows
BB &M
ERAIE

violet show


http://localhost:4173/container_platform/zh/
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violet push

4% Operator )% &3¢

_t{% Operator %% F global ££5f

Bt Sisnnts

k1% Helm Chart £ chart & F

1 B R TR RGBS

181 B R AR AEH CR KR

TEILA

%s% REZ Customer Portal , 3 )\ Downloads T , &7 CLI Tools, T&HS&HRIRER
SZANZE M UL — Bt 1,

TEFTAE  FTRAREKEIRS R PC L,

Linux 2 macOS

3E root FHF :

sudo mv -f violet_linux_amd64 /usr/local/bin/violet && sudo chmod +x /us

r/local/bin/violet

sudo mv -f violet_1linux_armé4 /usr/local/bin/violet && sudo chmod +x /us

r/local/bin/violet

sudo mv -f violet_darwin_amd64 /usr/local/bin/violet && sudo chmod +x /us

r/local/bin/violet

sudo mv -f violet_darwin_arm64 /usr/local/bin/violet && sudo chmod +x /us
r/local/bin/violet

root FH/ :
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mv -f violet_linux_amd64 /usr/bin/violet && chmod +x /usr/bin/violet
mv -f violet_linux_armé4 /usr/bin/violet && chmod +x /usr/bin/violet
mv -f violet_darwin_amd64 /usr/bin/violet && chmod +x /usr/bin/violet

mv -f violet_darwin_arm64 /usr/bin/violet && chmod +x /usr/bin/violet

Windows

1. FEHHERL A violet.exe , BRE(FF PowerShell Edy4

mv -Force violet_windows_amd64.exe violet.exe

2. 7€ PowerShell 1272 LA.

EE  MRTABERFEMRALE | 15T SN MRTEE TTHIEL.

BB 5 AfF

PR K

o WIIRMEBEHNFERFrKS (ArafEn)
o K-S role BHEMIIXE X system , BREBEZHVINHA platform-admin-system .

AR WRIKSH role BHEIREAN custom , MITTIKERZLA.

ERTIA

violet show
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HEREEART , T{ER violet show AT EFBIFENE.

violet show topolvm-operator.v2.3.0.tgz
Name: NativeStor

Type: bundle

Arch: [linux/amd64]

Version: 2.3.0

violet show topolvm-operator.v2.3.0.tgz --all

Name: NativeStor

Type: bundle

Arch: []

Version: 2.3.0

Artifact: harbor.demo.io/acp/topolvm-operator-bundle:v3.11.0
RelateImages: [harbor.demo.io/acp/topolvm-operator:v3.11.0 harbor.demo.1i
o/acp/topolvm:v3.11.0 harbor.demo.io/3rdparty/k8scsi/csi-provisioner:v3.0
0 ...]

violet push

U /RBIRIR T % W .
FERNTRBIZET , TN B E R ALESE



--platform-address <platform access URL>

xample.com"

--platform-username <platform user>
--platform-password <platform password>

--clusters <cluster names>

(40 regioni, region2)

--dest-repo <image repository URL>

B RERNVIIEE.

R ARG B FERIALE S E A

--username <registry user>

--password <registry password>

--no-auth
--plain
PSo

--skip-crs
factVersion® &R, {WHEZEEHK.

“--no-auth’,

_E B3Rk, - Alauda Container Platform

# FAVIRME, #ia0 "https://e

# TERFMA L

# & PR

# IECEWRER, ZINEHBESHIE

# 15 BB eEmIt, EETRE
WHFT “--dest-repo”, %

# IEEEBRCENAI S,

# IEE B EN TR,

# IEEEBRECETLTIAL.

# FECBBCEFER HTTP MIE HTT

# BOdfiE CArtifact® M CArti

HHRIE <Term name="produc

tShort" /> FKTFE+ Operator S&ERHEEHIRBIIEH.

--skip-push
ctVersion® &R, ~HEXEHK.

k1% Operator F|Z M3

violet push opensearch-operator.v3.14.2.tgz \
--platform-address "https://example.com" \
--platform-username '"<platform_user>" \
--platform-password "<platform_password>" \

--clusters regionil, region2

l INFO

# {XQiE “Artifact® F "Artifa

o MMRAKFIEE --clusters , Operator BRIA_E{EZI global S8, \

_F1% Operator %I|% A global ££3f
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violet push opensearch-operator.v3.14.2.tgz \
--platform-address "https://example.com" \
--platform-username "<platform_user>" \
--platform-password "<platform_password>" \
--dest-repo "<standby-cluster-VIP>:11443" --username "<registry-usernam

e>" --password '"<registry-password>"

EERAM

violet push plugins-cloudedge-v0.3.16-hybrid.tgz \
--platform-address "https://example.com" \
--platform-username "<platform_user>" \

--platform-password "<platform_password>"

l INFO

o HEEBHRHITTEISRE --clusters ¥, FALRIBENMECEE N A, MREET -
-clusters , ASEKHZRE. \

_F{£ Helm Chart £] chart & JE

violet push plugins-cloudedge-v0.3.16-hybrid.tgz \
--platform-address "https://example.com" \
--platform-username '"<platform_user>" \

--platform-password "<platform_password>"

l INFO

« Helm Chart R8E_E1EZ|F AR MAEIA public-charts BJE, \

{XHERX B ra - B E &

% M Marketplace FEZ MNREAN , TRENBER—BRT , =M L%
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violet push <packages_dir_name> \
--skip-crs \
--platform-address "https://example.com" \
--platform-username '"<platform_user>" \

--platform-password "<platform_password>"

XA B+ B A EH CR R

% M Marketplace FEZMNREAN |, PRENRER—BRT , =M L%

violet push <packages_dir_name> \
--skip-push \
--platform-address "https://example.com" \
--platform-username "<platform_user>" \
--platform-password "<platform_password>"

--clusters "<cluster_name>"

l WARNING
YHLKREARA global ££3f B , A]ZEHE --clusters 2%, BUA_L{EE] global ££3f,

BUFEB IR N B ERERS , YA FEE - -clusters <workload_cluster_name> Z¥f.
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