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3. FHALER : Nginx WD T HE

Welcome to nginx!

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.
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FROM nginx:alpine
ENTRYPOINT ["nginx"]
CMD ["-g", "daemon off;"]

apiVersion: vi

kind: Pod
spec:
containers:

- name: nginx
image: nginx:alpine

args: ["-g", "daemon off;", "-c", "/custom/nginx.conf"]

AR AR

1. VAECE

18] ¥ P (&3 BC BT

apiVersion: apps/vil
kind: Deployment
metadata:

name: web-server

spec:
template:
spec:
containers:
- name: app

image: myapp:latest

args:

- "--port=8080"

- "--1log-level=info"

- "--config=/etc/app/config.yaml"
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2. SIS AN[EIARERE

ARRIRSRERASH -

args: ["--debug", "--reload", "--port=3000"]

args: ["--optimize", "--port=80", "--workers=4"]

3. MR FEERECE

apiVersion: vi

kind: Pod
spec:
containers:

- name: db-client
image: postgres:13
args:

- "psql”

- M_p"

- "postgres.example.com"
- "-p"

- "5432"

- "_y»

- "myuser"

- on_gn

- "mydb"

CLI I3 B SRR

{# A kubectl run
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# BEERSHTE
kubectl run nginx --image=nginx:alpine --restart=Never -- -g "daemon of

f;" -c "/custom/nginx.conf"

# ZNSH
kubectl run myapp --image=myapp:latest --restart=Never -- --port=8080 --1
0g- level=debug

# A H AR
kubectl run debug --image=ubuntu:20.04 --restart=Never -it -- /bin/bash

{#£ A kubectl create

# QIETSEM deployment
kubectl create deployment web --image=nginx:alpine --dry-run=client -0 ya
ml > deployment.yaml

# YRR YAML R0 args:
# spec:
# template:
spec:
containers:
- name: nginx

image: nginx:alpine

* O OH H O H O H*

args: ["-g", '"daemon off;", "-c", "/custom/nginx.conf"]

kubectl apply -f deployment.yaml

SRS HBURB

i B E XECE K Web fRS55
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apiVersion: apps/vil
kind: Deployment
metadata:
name: nginx-custom
spec:
replicas: 3
selector:
matchLabels:
app: nginx-custom
template:
metadata:
labels:
app: nginx-custom
spec:
containers:
- name: nginx

image: nginx:1.21-alpine

args:

- "-g"

"daemon off;"

- "_C"

- "/etc/nginx/custom.conf"

ports:

- containerPort: 80

vo lumeMounts:

- name: config
mountPath: /etc/nginx/custom.conf
subPath: nginx.conf

volumes:
- name: config
configMap:

name: nginx-config



1% S%% - Alauda Container Platform

apiVersion: vi
kind: Pod
metadata:
name: myapp
spec:
containers:
- name: app
image: mycompany/myapp:v1.2.3
args:
- "--server-port=8080"
- "--database-url=postgresql://db:5432/mydb"
- "--1log-level=info"
- "--metrics-enabled=true"
- "--cache-size=256MB"

- "--worker-threads=4"

ERAESKIEK

1. ¥t RN

ERAENNSEA 10 --port=gese , MIE -p 8080
RHEEBIAE  HRYBETSHATHAEESR TE
MHEWHESH - BEHEEAMRE

B : KBS IEIHR MR R

2. R E[T
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X

args: ["--api-key=secret123", "--password=mypass"]

env:
- name: API_KEY
valueFrom:
secretKeyRef:
name: app-secrets
key: api-key

args: ["--config-from-env"]

3. fcEEE

apiVersion: vi
kind: Pod
spec:
containers:
- name: app
image: myapp: latest
args:
- "--config=/etc/config/app.yaml"
- "--1log-level=info"
vo lumeMounts:
- name: config
mountPath: /etc/config
volumes:
- name: config
configMap:

name: app-config

F WA E

1. ZERBORR
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kubectl logs pod-name

2. 3 EBEZTTH

X

command: ["myapp", "--port=8080"]
args: ["--log-level=debug"]

args: ["--port=8080", "--log-level=debug"]

3. VA S r)H

kubectl run debug --image=myapp:latest -it --rm --restart=Never -- /bin/s
h

/app/myapp --port=8080 --log-level=debug

= ZR A FAAREK

1. ¥ Init Containers &K%
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apiVersion: vi

kind: Pod
spec:
initContainers:

- name: config-generator
image: busybox

command: ['sh', '-c']

args:
-
if [ "$ENVIRONMENT" = "production" ]; then
echo "--optimize --workers=8" > /shared/args
else
echo "--debug --reload" > /shared/args
fi
volumeMounts:

- name: shared
mountPath: /shared
containers:
- name: app
image: myapp:latest
command: ['sh', '-c']
args: ['exec myapp $(cat /shared/args)’]
volumeMounts:
- name: shared
mountPath: /shared
volumes:
- name: shared

emptyDir: {3}

2. {3 Helm #1755 R 14,



app:
parameters:
port: 8080
logLevel: info

workers: 4

apiVersion: apps/vil

kind: Deployment

spec:
template:
spec:
containers:
- name: app

image: myapp:latest
args:

- "--port={{ .values.app.parameters.port }}"
- "--1log-level={{ .values.app.parameters.logLevel }}"
- "--workers={{ .Values.app.parameters.workers }}"

1% S%% - Alauda Container Platform
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FROM ubuntu:20.04
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ENTRYPOINT ["/usr/bin/myapp"]

CMD ["--config=/etc/default.conf"]

apiVersion: vi

kind: Pod
spec:
containers:

- name: myapp

image: myapp: latest

command :

["/usr/bin/myapp"]

args: ["--config=/etc/custom.conf", "--debug"]

Command 5 Args 3T H

L7

A

{NEE args

{NZEZ% command

FZEZS command

F0 args

Docker £51%&

ENTRYPOINT +
CMD

ENTRYPOINT +
CMD

ENTRYPOINT +

CMD

ENTRYPOINT +
CMD

£ AR HAIRA

1. BEEXNVAEE

Kubernetes 130

(7t)

args: ["new-

args"]

command: ["new-

cmd"]

command: ["new-

cmd"]
args: ["new-

args"]

ENTRYPOINT +
CMD

ENTRYPOINT +
new-args

new-cmd

new-cmd + new-args



1812 j[33h4r4 - Alauda Container Platform

L RAREEMGGEITRRNA

apiVersion: vi
kind: Pod
metadata:
name: web-server
spec:
containers:
- name: nginx
image: ubuntu:20.04
command: ["/usr/sbin/nginx"]

args: ["-g", "daemon off;", "-c", "/etc/nginx/nginx.conf"]

2. AR A EEE

BERIIAG L33 shell FHTHK :

apiVersion: vi
kind: Pod
metadata:
name: debug-pod
spec:
containers:
- name: debug
image: myapp: latest
command: ["/bin/bash"]

args: ["-c", "sleep 3600"]

3. Mlga A

FEEHNENAINEITEE XA



apiVersion: vi
kind: Pod
spec:

containers:
app
image: myapp:latest
["/bin/sh"]

- nhame:

command :
args:
- """

1812 j[33h4r4 - Alauda Container Platform

echo "Initializing application..."

/scripts/init.sh

echo "Starting main application..."
exec /usr/bin/myapp --config=/etc/app.conf

. ZHBEG

S

FI—HGATAFERE
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# Web fR%5as
apiVersion: apps/vil
kind: Deployment

metadata:
name: web
spec:
template:
spec:
containers:
- name: web

image: myapp:latest
command: ["/usr/bin/myapp"]
args: ["server", "--port=8080"]

# fRaliER
apiVersion: apps/vil
kind: Deployment
metadata:
name: worker
spec:
template:
spec:
containers:
- name: worker
image: myapp: latest
command: ["/usr/bin/myapp"]

args: ["worker", "--queue=tasks"]

# BRI
apiVersion: batch/vi
kind: Job
metadata:
name: migrate
spec:
template:
spec:
containers:
- name: migrate
image: myapp: latest
command: ["/usr/bin/myapp"]
args: ["migrate", "--up"]
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restartPolicy: Never

CLI /R3S 5:FREH

{# A kubectl run

kubectl run debug --image=nginx:alpine --command -- /bin/sh -c "sleep 360
0”

kubectl run -it debug --image=ubuntu:20.04 --restart=Never --command -- /
bin/bash

kubectl run myapp --image=myapp:latest --command -- /usr/local/bin/start.

sh --config=/etc/app.conf

kubectl run task --image=busybox --restart=Never --command -- /bin/sh -c
"echo 'Task completed'"

{# 3 kubectl create job

kubectl create job backup --image=postgres:13 --dry-run=client -o yaml --
pg_dump -h db.example.com mydb > backup.yaml

kubectl apply -f backup.yaml

ZxJaEhan &7~ f)

R

Z W RAIA
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apiVersion: vi
kind: Pod
metadata:
name: complex-init
spec:
containers:
- name: app
image: myapp:latest
command: ["/bin/bash"]
args:
n_gn
-
set -e
echo "Step 1: Checking dependencies..."

/scripts/check-deps.sh

echo "Step 2: Setting up configuration..."

/scripts/setup-config.sh

echo "Step 3: Running database migrations..."

/scripts/migrate.sh

echo "Step 4: Starting application..."
exec /usr/bin/myapp --config=/etc/app/config.yaml
vo lumeMounts:
- name: scripts
mountPath: /scripts
- name: config
mountPath: /etc/app
volumes:
- name: scripts
configMap:
name: init-scripts
defaultMode: 0755
- name: config
configMap:
name: app-config

M EsEE
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apiVersion: apps/vil
kind: Deployment
metadata:

name: conditional-app

spec:
template:
spec:
containers:
- name: app

image: myapp:latest
command: ["/bin/sh"]
args:
- "_C"
-
if [ "$APP_MODE" = "worker" ]; then
exec /usr/bin/myapp worker --queue=$QUEUE_NAME
elif [ "$APP_MODE" = "scheduler" ]; then
exec /usr/bin/myapp scheduler --interval=60
else
exec /usr/bin/myapp server --port=8080
fi
env:
- name: APP_MODE
value: "server"
- name: QUEUE_NAME

value: "default"

ER{ESRIK

1. 55 SHUHERA]
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# [ EREESAE
apiVersion: vi
kind: Pod
spec:
containers:
- name: app
image: myapp:latest
command: ["/bin/bash"]
args:
- "_C"
-
# ik SIGTERM SKIUAHEXA

trap 'echo "Received SIGTERM,

ERM $PID; wait $PID' TERM

# RRESMENH

shutting down gracefully...";

/usr/bin/myapp --config=/etc/app.conf &

PID=$!

# FrFHFRGER
wait $PID

2. RS HECR

Kill -T
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apiVersion: vi
kind: Pod
spec:
containers:
- name: app
image: myapp:latest
command: ["/bin/bash"]
args:
- "_C"
-
set -euo pipefail # €tk RENTEIEERBETIRY

log() {
echo "[$(date '+%Y-%m-%d %H:%M:%S')] $*" >&2

log "Starting application initialization..."

if ! /scripts/health-check.sh; then
log "ERROR: Health check failed"
exit 1

fi

log "Starting main application..."

exec /usr/bin/myapp --config=/etc/app.conf

3. T MEE
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apiVersion: vi

kind: Pod

spec:
securityContext:

runAsNonRoot: true
runAsUser: 1000
runAsGroup: 1000
containers:
- name: app
image: myapp:latest
command: ["/usr/bin/myapp"]
args: ["--config=/etc/app.conf"]
securityContext:
allowPrivilegeEscalation: false
readonlyRootFilesystem: true
capabilities:
drop:
- ALL

apiVersion: vi
kind: Pod
spec:
containers:
- name: app
image: myapp:latest
command: ["/usr/bin/myapp"]
args: ["--config=/etc/app.conf"]
resources:
requests:
memory: "64Mi"
cpu: "250m"
limits:
memory: "128Mi"
cpu: "500m"
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=R AR

1. % B ENX 4K Init Containers

apiVersion: vi

kind: Pod
spec:
initContainers:

- name: setup

image: busybox

command: ["/bin/sh"]

args:

- ".c"

-
echo "Setting up shared data..."
mkdir -p /shared/data

echo "Setup complete" > /shared/data/status

volumeMounts:
- name: shared-data
mountPath: /shared
containers:
- name: app
image: myapp:latest
command: ["/bin/sh"]
args:
- "_C”

while [ ! -f /shared/data/status ]; do

echo "wWaiting for setup to complete...

sleep 1
done
echo "Starting application..."
exec /usr/bin/myapp
volumeMounts:
- name: shared-data
mountPath: /shared
volumes:
- name: shared-data
emptyDir: {}
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2. F A R4 4 Sidecar & 2%

apiVersion: vi
kind: Pod
spec:

containers:

- name: app
image: myapp:latest
command: ["/usr/bin/myapp"]

args: ["--config=/etc/app.conf"]

- name: log-shipper
image: fluent/fluent-bit:latest
command: ["/fluent-bit/bin/fluent-bit"]
args: ["--config=/fluent-bit/etc/fluent-bit.conf"]

- name: metrics
image: prom/node-exporter:latest
command: ["/bin/node_exporter"]

args: ["--path.rootfs=/host"]

3. HETE N4 Job R
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apiVersion: batch/v1i
kind: Job
metadata:
name: database-backup
spec:
template:
spec:
containers:
- name: backup
image: postgres:13
command: ["/bin/bash"]
args:
- """
-
set -e
echo "Starting backup at $(date)"
pg_dump -h $DB_HOST -U $DB_USER $DB_NAME > /backup/dump-$(date
+9%Y%M%d - %H%M%S ) . sq 1
echo "Backup completed at $(date)"
env:
- name: DB_HOST
value: "postgres.example.com"
- name: DB_USER
value: "backup_user"
- name: DB_NAME
value: "myapp"
vo lumeMounts:
- name: backup-storage
mountPath: /backup
restartPolicy: Never
volumes:
- name: backup-storage
persistentVolumeClaim:

claimName: backup-pvc

JE3hdi 47 Kubernetes RAZRHITIRME T ST M0IEH), @R RN IERECEFME R fE3hds
2 BRIMGERE, AR ERENSSUNA , DUSR SR E R
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R EM K
R EBEENIUFINT

1. Kubernetes env (&= 1L5cLk)
2. 5| FH# ConfigMaps/Secrets
3. Dockerfile 7 f{] ENV 54

4. NRRREFEOAME (RIKIMSELR)

& A= AR B

1. v ECE

EANNFARE :

apiVersion: vi

kind: Pod
spec:
containers:

- name: web-app

image: myapp: latest

env:

- name: PORT
value: "8080"

- name: LOG_LEVEL
value: "info"

- name: ENVIRONMENT
value: "production"

- name: MAX_CONNECTIONS
value: "100"

2. BRIFEELE

{# F3 ConfigMaps F1 Secrets ALE MR EIEHE -



IRRIAIEASE - Alauda Container Platform




FRARIAIE AT &8 - Alauda Container Platform

apiVersion: vi
kind: ConfigMap
metadata:
name: db-config
data:
DB_HOST: "postgres.example.com"
DB_PORT: '"5432"
DB_NAME: "myapp"
DB_POOL_SIZE: "10"

apivVersion: vi
kind: Secret
metadata:
name: db-secret
type: Opaque
data:
DB_USER: bX1lic2Vy # base64 Zghlf] "myuser”
DB_PASSWORD: bX1wYXNzd29yZA== # base64 Zghlf#] "mypassword”

apiVersion: vi
kind: Pod
spec:
containers:
- name: app
image: myapp:latest
env:
# kB ConfigMap
- name: DB_HOST
valueFrom:
configMapKeyRef:
name: db-config
key: DB_HOST
- name: DB_PORT
valueFrom:
configMapKeyRef:
name: db-config
key: DB_PORT
- name: DB_NAME
valueFrom:
configMapKeyRef:
name: db-config
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key: DB_NAME

- name: DB_USER
valueFrom:
secretKeyRef:
name: db-secret
key: DB_USER
- name: DB_PASSWORD
valueFrom:
secretKeyRef:
name: db-secret
key: DB_PASSWORD

j]/u Z'fTH—.Hn/u

Vi) Pod #1 Node FITTEUE -
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apiVersion: vi
kind: Pod
spec:
containers:
- name: app
image: myapp:latest

env.

- name: POD_NAME
valueFrom:
fieldRef:
fieldPath: metadata.name
- name: POD_NAMESPACE
valueFrom:
fieldRef:
fieldPath: metadata.namespace
- name: POD_IP
valueFrom:
fieldRef:
fieldPath: status.podIP
- name: NODE_NAME
valueFrom:
fieldRef:
fieldPath: spec.nodeName

- name: CPU_REQUEST
valueFrom:
resourceFieldRef:
resource: requests.cpu
- name: MEMORY_LIMIT
valueFrom:
resourceFieldRef:

resource: limits.memory

4. NRIAEHECE

ISR EMRRECE RS -
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apiVersion: vi
kind: ConfigMap
metadata:
name: app-config-dev
data:
DEBUG: "true"
LOG_LEVEL: "debug"
CACHE_TTL: "eo"
RATE_LIMIT: "1000"

apivVersion: vi
kind: ConfigMap
metadata:
name: app-config-prod
data:
DEBUG: "false"
LOG_LEVEL: "warn"
CACHE_TTL: "3600"
RATE_LIMIT: "100"

apiVersion: apps/vi
kind: Deployment
metadata:

name: myapp

spec:
template:
spec:
containers:
- name: app

image: myapp: latest
envFrom:
- configMapRef:

name: app-config-prod

CLI 7~ K SRR 1% A
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{# A kubectl run

kubectl run myapp --image=nginx --env="PORT=8080" --env="DEBUG=true"

kubectl run webapp --image=myapp:latest \
--env="DATABASE_URL=postgresql://localhost:5432/mydb" \
--env="REDIS_URL=redis://localhost:6379" \
--env="LOG_LEVEL=info"

kubectl run debug --image=ubuntu:20.04 -it --rm \
--env="TEST_VAR=hello" \
--env="ANOTHER_VAR=wor 1d" \
-- /bin/bash

{& F§ kubectl create

kubectl create configmap app-config \
--from-literal=DATABASE_HOST=postgres.example.com \
--from-1literal=DATABASE_PORT=5432 \
--from-literal=CACHE_SIZE=256MB

echo "DEBUG=true" > app.env
echo "LOG_LEVEL=debug" >> app.env

kubectl create configmap app-env --from-env-file=app.env

kubectl create secret generic db-secret \
--from-literal=username=myuser \

--from-literal=password=mypassword

xﬂtﬂ_ iE’I EH_T’W'J

IR AR S5
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apiVersion: vi

kind: ConfigMap

metadata:
name: service-config

data:
USER_SERVICE_URL: "http://user-service:8080"
ORDER_SERVICE_URL: "http://order-service:8080"
PAYMENT_SERVICE_URL: "http://payment-service:8080"
NOTIFICATION_SERVICE_URL: "http://notification-service:8080"

apiVersion: apps/vil
kind: Deployment
metadata:
name: api-gateway
spec:
template:
spec:
containers:
- name: gateway
image: api-gateway:latest
env:
- name: PORT
value: "8080"
- name: ENVIRONMENT
value: "production"
envFrom:
- configMapRef:
name: service-config
- secretRef:

name: api-keys

i

7y Pod A ZACE
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apiVersion: vi
kind: Pod
metadata:
name: multi-container-app
spec:

containers:

- name: app
image: myapp:latest
env:

- name: ROLE
value: "primary"
- name: SHARED_SECRET
valueFrom:
secretKeyRef:

name: shared-secret

key: token
envFrom:
- configMapRef:

name: shared-config

- name: sidecar

image: sidecar:latest
env:
- name: ROLE

value: "sidecar"
- name: MAIN_APP_URL

value: "http://localhost:8080"
- name: SHARED_SECRET

valueFrom:

secretKeyRef:

name: shared-secret

key: token
envFrom:
- configMapRef:

name: shared-config

BRAESKRIEK
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1. R RERK

apiVersion: vi
kind: Secret
metadata:
name: app-secrets
type: Opaque
data:
api-key: <base64-encoded-value>

database-password: <base64-encoded-value>

apiVersion: vi
kind: Pod
spec:
containers:
- name: app
image: myapp: latest
env:
- name: API_KEY
valueFrom:
secretKeyRef:
name: app-secrets
key: api-key

X

2. BeEZHZR
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apiVersion: vi
kind: ConfigMap
metadata:
name: database-config
data:
DB_HOST: "postgres.example.com"
DB_PORT: '"5432"
DB_POOL_SIZE: "10"

apiVersion: vi
kind: ConfigMap
metadata:
name: cache-config
data:
REDIS_HOST: "redis.example.com"
REDIS_PORT: "6379"
CACHE_TTL: "3600"

apiVersion: vi
kind: Pod
spec:
containers:
- name: app
image: myapp: latest
envFrom:
- configMapRef:
name: database-config
- configMapRef:

name: cache-config

3. BT EDSH
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# (£ e N LTRSS )

env.

- name: DATABASE_HOST # M B #AME IR B TR
value: "postgres.example.com"

- name: DATABASE_PORT # (TR TES IR
value: "5432"

- name: LOG_LEVEL # MRTEFHAKE

value: "info"
- name: FEATURE_FLAG_NEW UI # A4 Hans

value: "true"

# XK BHEFEMBA B

# - name: db # Kia

# - name: databaseHost # % NAEAR—E
# - name: log-level # DRI AA—EK

4. ERAMEFRES

apiVersion: vi

kind: Pod

spec:
containers:
- name: app

image: myapp: latest

env:
- name: PORT
value: "8080" # fRHEIRNEGAE
- name: LOG_LEVEL
value: "info" # AL LE
- name: TIMEOUT_SECONDS
value: "30" # 2P EE BN

- name: MAX_RETRIES
value: "3" # [RHIEH %
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Procedure

Pod Security Admission Overcommit Ratio
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0 Alauda Container Platform Q

4172 Namespaces

B=x

T fi% namespaces
BT Web #4443 namespaces
JBId CLI Y% namespace

YAML XX A47R45)

BT YAML TR

B aSITEIRAZ

T fi£ namespaces
2B/ Kubernetes X4 : Namespaces ~

1£ Kubernetes 7 , namespaces 32t 7 —FhE RN ERENFRE RIRARS)., TIRBFRIE
namespace PNAZIME— , B[R] namespace Z [A]AJIAE R, £ T namespace FIERIHIX
JEATH namespace KIXf% (4 Deployments, Services %) , NERTEESLEHNXT S

(%0 StorageClass, Nodes. PersistentVolumes %) .

1B3T Web 35 & 413 namespaces

ESME FERERRN | AIE—/HM namespace , EFETME T ARIFEET. T
namespace 1Z1T7EH B S BCAI SRECEN (20 CPU, N7E) , H namespace FHFTE RIR
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WS T RBXAIEE B,
1. £ MBEE fEF , REEEAI7E namespace M) T1H & #.
2. EEMSHAE | A7 Namespaces > Namespaces.

3. ;i $1%& Namespace,

4. BLE EAXER.

e VtAA
i3 R 5B RXBNERE | FT&Z0Z namespace,
Namespace namespace ZFRINMEE— N INERTE , BITE & #R.

(A1) BB WIRACHL.

248 namespace PR FTEEITHEBFMERIRHKIRE] (limits) |, B@FIY Pod B¢
PVC i} , #PiBFEANMR B BCHT.

RSECL
)& SN

« namespace (K IRACEAR A BT B LB ECHBCEL. X RIREE KRR AFECEA
ST E FR T AECEL. AR RIRA ] BECACS 0 , WFHIEA1Z namespace.
BXATAEE RAREC.

« GPU FELEBCEZK

o (WMEHPEAE GPU ®IFEN , A 0JACE GPU EC& (VGPU 3% pGPU) .
o {£F vGPU B , e[ ENFHECAR.

GPU #{7E X :

« VGPU #{y : 100 MU GPU #fy (VGPU) =1 MH GPU %0y (pGPU) .,
o JEE : pGPU B AEEITEL (40 1 pGPU = 1 #% (> = 100 vGPU)

o WAL :

e 1 N7EH#AL = 256 MiB,



Bl Namespaces - Alauda Container Platform

o 1GiB =4 1HN7fEHEAL (1024 MiB =4 x 256 MiB)

o EOABCERAT A

o AARTEEFERIRLBMACH , BOARKIR.

o B} namespace "] B N ECHIA AL TA AR TR , THEEAIRS,

ACEZ ¥t A
%5 ACERZERY
o
514
IR
[
782
NECEF#
V& (ConfigMap) #REX ; ¥
IR B8 S 2P B EIREAR,
AR,
Hith WNBEXECH ; Bk
[ AFLNES 2 HADEC A

B,

B X m ¥

KF

Gi

A

% namespace F T Persistent Volume
Claims (PVC) EKRHFHESENSHE
THIE.

% namespace 7 fT A KBk AT

StorageClass i) Persistent Volume
Claims (PVC) ERIFHERBRER
A,

EE 5 APK StorageClass M it4A

namespace FT@IHE.

AT NAETH# , MABREZES,

MBS RRER A , DUFECASERLA R
VFEM :

 limits.cpu

 limits.memory
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251 S WA

OB R W

e requests.cpu

« requests.memory
e pods

e cpu

e memory

6. (AIiE) BE A#AMRBSTE ; ¥EES% Limit Range,
7. (A1) FBLE Pod &M ; RKIFEEHES % Pod Security Admission,
8. (AJiE) £ BLZACE XI5 , A HI namespace ARIIARZEFERE,

327K - AR AR E X namespace Bt , BT Ef# 4N T namespace FISMEE ; TIE
B AT BAIHEF namespaces,

9. mifr AU,

1B1T CLI £/# namespace

YAML 3L 471l

example-namespace.yaml
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apiVersion: vi
kind: Namespace
metadata:
name: example
labels:
pod-security.kubernetes.io/audit: baseline
pod-security.kubernetes.io/enforce: baseline

pod-security.kubernetes.io/warn: baseline

example-resourcequota.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: example-resourcequota
namespace: example
spec:
hard:
limits.cpu: '20'
limits.memory: 20Gi
pods: '500'
requests.cpu: '2'

requests.memory: 2Gi

example-limitrange.yaml
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apiVersion: vi
kind: LimitRange
metadata:
name: example-limitrange
namespace: example
spec:
limits:
- default:
cpu: 100m
memory: 100Mi
defaultRequest:
cpu: 50m
memory: 50Mi
max:
cpu: 1000m
memory: 1000Mi

type: Container

BT YAML 341

kubectl apply -f example-namespace.yaml
kubectl apply -f example-resourcequota.yaml

kubectl apply -f example-limitrange.yaml

B ar 1T E IR

kubectl create namespace example

kubectl create resourcequota example-resourcequota --namespace=example --
hard=1limits.cpu=20, limits.memory=20Gi, pods=500

kubectl create limitrange example-limitrange --namespace=example --defaul
t="'cpu=100m, memory=100Mi' --default-request='cpu=50m, memory=50Mi' --max

='cpu=1000m, memory=1000Mi"
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Q Alauda Container Platform Q

£ A\ Namespace

B=x

Overview
Use Cases
Prerequisites

Procedure

Overview
Namespace 4 &5 E I E1EAE

o P5E 8 Namespace S A : ¥ Namespace S AZ|— Project # , STHIXT & AT EIREFT
A Kubernetes &8+ Namespace [&EFEE, XAEHE SRR TESHXFERNSE—F
EIAIR RN WA EE S,

Namespace f{#4B :

o fi#4B Namespace INEEAVFLNE Namespace M 4HT Project Ffi#fR<ix , EHHRIK
&, UEREEMSECSIEE.

« ¥ Namespace § A%l Project Ff5 , % Namespace ¥ A& 54 R4 MK
Namespace FHHIBES] , BIRARK Project KAIKIREE (FlanRIFECEN) . S—LizHgEH
TRIEIEH,

BEERHA
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o —> Namespace fE{F—0JZI R gEREXZE]—1" Project,

o 05 Namespace 24 KIREIEA™ Project , NMIRAEARIRKIX , ARESASBERHECEIFH—

™ Project,

Use Cases

% W) Namespace ‘E1FFHHIEFE :

o %437 Kubernetes &5 & EIF AN , ATRMER $ A Namespace ZhEE , S HEHK
Kubernetes Namespace X ZIFA Project, REEZF B #r Project FI&EEE , BI0] 145
A. HIRER T Project X$iX£t Namespace HIJATEEES] , BFERIGACAN. M1 F05Rm

17

Create/Import

Clusters

Whether to
associate with
existing projects

.

Create / Import
Namespace

o S MEA Project fi4F) Namespace , F]PUBIT 5 A\ Namespace DhEETT4EHEE #7 REXE
F— Project , SKIFFERMIEFIATE,

o UFIERH{E Project ‘EIFH) Namespace (5Ia01Eid LR A E ) Namespace) , 14
ER S\ Namespace DhEEXREXEIB #x Project , UEAFAKIATE , AFE0] N EF

,'SEQ}EO

Prerequisites
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% Namespace MR #FARNIAMEE Project FIE,

o Namespace REES N\ZIE XFxH B #R Kubernetes £ #£/ Project ., iR ANFEIEILE
Project , TAAIE— NN SXEFRIXM Project,

Procedure

1. # A\ Project Management , S HEE S A\ Namespace ] Project & #%.,
Ef1iZE Namespaces > Namespaces,

3. Ay Create Namespace = THARS , SAf51%3F Import Namespace,
4. 224 Namespace A4 T RS ¥ E VES.

5. mif Import,
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Q Alauda Container Platform Q

RIRBCER

2B} Kubernetes 34 : Resource Quotas ~

I
‘%I-”

PR IRE SR SR
FcAn
BIRECER
YAML 3447451
£ CLI B2 B RACAR
FFAEBCER
¥ REIRECAR
HABECHT

N

R R IRESK S IR )

RTRBMFE S & TR AR TR, XA TANAA Pod (REFELT Terminating KA
) Pod) £ AKRIREERNFRIT A,

iIFEK (Resource Requests) : EMNRMJMERR/NRIR (20 CPU, NfF) , 5%
Kubernetes AE 254 Pod THIZIE B EBREMN T R L.

WIRIR) (Resource Limits) : EXARAERMRARIR , PIERIFFRR , BREHE

—a

Ao
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I

RIRECER
MREFIEANEH Untinited , MAREHIRGTERIRH , BIEMERMLRIT EBNTRE
g,

TIRACA A TIRER Gy 2 T RN RIRR 2 TTERE (B #3BR%). #1iE Pod 3k PVC)

SRR AC RIS EY
TE 1k
& ZSENFTA Pod BIEEREIE -
BRI " CPU
. WTE
&L ZSENFTA Pod 4 REIRIE -
BIRPR « CPU
. W77
Pod ¥ & A TRINAFRRA Pod =,
EE

o AT AEACRIRTME N ECHERRIR, WRIEMEIRN A AEEC 0, Rig &=

S|8)iE
BRW, FRAEER,

o Unlimited ZRINixdn44 ZS[A)A]{E AT B FR AN R IRSERL L R R,

YAML 4745
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apiVersion: vi
kind: ResourceQuota
metadata:
name: example-resourcequota
namespace: <example>
spec:
hard:
limits.cpu: "20"
limits.memory: 20Gi
pods: "500"
requests.cpu: "2"

requests.memory: 2Gi

{£ R CLI 832 ®IRBCEN

BT YAML T4z

kubectl apply -f example-resourcequota.yaml

HiIRELm41Ta1Z

kubectl create resourcequota example-resourceguota --namespace=<example>
--hard=1limits.cpu=20, limits.memory=20Gi, pods=500

FHEBCER
ACERZERY

o 2% : AT HN PVC REFRAE.
o TFfEZE  HFEFMEIM PVC BB E.

TR HREEE S RABE XS AT AN,
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ConfigMap FE&i5AH

TR

data.dataType

data.defaultValue

data.descriptionEn

data.descriptionZh

data.excludeResources

data.group

data.groupll8n

data.key

data.labelEn/data.labelZh

data.limits

data.requests

data.relatedResources

data.resourceUnit

data.runtimeClassName
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Y RFIRBCAUETE ConfigMap E M. #MRERD ConfigMap , X TIREAIRH L,

G2

¥HRIEEY (B vepu ) .

ME CATRRTENOAE) .

RARTRIA (RARRERER) .

PIHRRYA (RANSENER) .

BERRR (259R) .

IR (B0 mes )

Ul T3k B /RERSC/H A%

TEERNE. —MCEFRARERR— 1,

FIRRIZE SRR, ATAEX Y ECARZE B A TR & B %k
¥, RFBINEES data.groupl18n AHE , {B{UERTR—KER

BR—ENEN , WRRZIBRAERET M (ConfigMap) .

ERECERIFIRS). HWERIE : disabled FRRABEACEFRS
required RN , optional ZR7RATIEHIA .

EAERERIREK, BYERTE : disabled FRRNBEALEIEK ,
required FRINASRE , optional FR/RA] &4 A\ , fromLimits FR7x
FERSRBIMEENACE.

KEXEIR, ZFEME , UsiAn .

BiRBALL (B30 cores . GiB ) . AIFFFICHA.

1E1THIZER] (BN GPU 24 nvidia ) .
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FB 1D

WNERRE -

e features.cpaas.io/type: CustomResourcelLimitation

metadata.labels e features.cpaas.io/group: <groupName>

e features.cpaas.io/enabled : true BY false , iZFrZE

WA, RREREA , BAEA true,

A cf-crl-<*groupName*>-<*name*> , HH

o cf-crl AEIEFE , NAJER.

« groupName AXfRN & IFLAZFR , 20 gpu-manager, galaxy
%,

e name A'EIRLFK :

metadata.name
o TIRBFRATLEMRAERIRIETILFR , 20 cpu. memory,
pods %, IRHERIREFRIIATTE Kubernetes (IE1E £ FRAL
), B#AZR#FAET Kubernetes E X IR AERIFSEELH,

o WIRAFRLAT AR NS E BTARTT KBORF R BT IRSEEL | 40 ¢

hugepages- EY requests.hugepages- .

N

metadata.namespace AR kube-public

HAtAcan

B M ACERA AR AR & AT ALE -

o MREEMEMEHABEIMAL (/)  WANTFRIHFIFKILEE , TR EETE].
FOOEFR () L TR Q) 3R (), BEEK 63 FREEERAR,

o MRBEMNEMEBFHEENT (/) : B PBMBFHEMERS , &K © prefix/name,
AIZRNMIE B DNS 1848 , ZIRVITE SR FRAN),

e DNS Fi54 :
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. AR WIS RRTRTIIER | TASETH (1) , AR MEERHA
M, K 63 4.

o AL T RBREAN , AFZIHERTR () EREAFIESL &K 253 FF.
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0 Alauda Container Platform Q

N
<
—
ok

B=x

HEfRIRBICE

£/ CLI Rl IRFLE
YAML 4475
B YAML 32

B SITEREE

PR IR B TR
HSEBE 7 Kubernetes 304 : [RESTE 7

f§ i Kubernetes 9 LimitRange fEAHENIEFIZSE FED 253k Pod KA EIEIRS. B RH7ER
EEEH LimitRange JE I MA S ER Pod BEBAEKIE. REMEFRAME , BEIFFSLE
REERED , LR IEG 2 TRINIZE RIFBE E X KE.

RENRIREKEZRIFIRH SEFBEE ZBRLE, RRGSKEMFENAESAERRFNNS
R, RESERESITRNTARER (BRIR - 47 R EAEK Pods A28
BIRESKEHM) . WRHT Pod AL FIREKBIDLT SRR AT ARIR , WX Pod %
TEEXT R ERE,

LimitRange —PMHENIEHIZS -

o BENFARRETRERREKNE SN BEAEKIRHBME.
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. EREERER , UHETREIT 64 SEPER LimitRange F52 XA SR A BRI,

BHELTECE
IR FE&
o BHAESK
CPU . FRE|
« K
o ZHAIESK
NF . R

. &K

{F/ CLI B3R HSEE

YAML 3L 471l
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apiVersion: vi
kind: LimitRange
metadata:
name: example-limitrange
namespace: example
spec:
limits:
- default:
cpu: 100m
memory: 100Mi
defaultRequest:
cpu: 50m
memory: 50Mi
max:
cpu: 1000m
memory: 1000Mi

type: Container

BT YAML 341

kubectl apply -f example-limitrange.yaml

BT a1 TE IR

kubectl create limitrange example-limitrange --namespace=example --defaul
t="'cpu=100m, memory=100Mi' --default-request='cpu=50m, memory=50Mi' --max
='cpu=1000m, memory=1000Mi"
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Q Alauda Container Platform Q

Pod Security Admission

2228/ Kubernetes X4 : Pod Security Admission ~

Pod Security Admission (PSA) £— Kubernetes [ admission controller , &i35%uE Pod #,
SER AR ETUE Xhr A | FEdy B TR ARG TR 2RI .

B=x
TetE
R
L=

fin 4 T [AIARAE

Bish

LRI

PSA X7 ZFMEIRIT S a0 A R SR E R

1 TR FAZ=
Enforce FRLE QR MERAE R Pod, FETERREPITHEINE,
Audit AN Pod |, (BEETHEFICRIEM WMo REBHMARELET 4

TR, TREK,
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1TH

SRR Pod , (B % PR [E)ER

H
Ao

AR

=K

=

MR SRR EE I I ER

» Enforce {XEFT Pod (#lan , $E46 Pod , 1B 72143E Pod %540 Deployment) .
o Audit 1 Warn i&F Pod R H#ZH25 (5120 Deployment) .

REhRE

PSA E X7 =FhR2prHERFRT) Pod AR :

PR

Privileged

Baseline

Restricted

=1

S

AZRBIKITIR., EHTX
SEMTIERER (FlnRS
HHF) .

/NSRBI AT LE B ARAIAR R
Rt

RICHEHREE | SRHBITR
LRIEXRK.

ain 4 7= [R)AR %S

B4 T

YAML 3745

N FAFREESRE M. PSA RR& .,

FRIRS)

ABUF securityContext FEX.

FH1E{EF hostNetwork . hostPID . 4EAA
AR ZIREIM hostPath %,

K
- runAsNonRoot: true

- seccompProfile.type: RuntimeDefault

- &3F Linux €SI,
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apiVersion: vi
kind: Namespace
metadata:
name: example-namespace
labels:
pod-security.kubernetes.io/enforce: restricted
pod-security.kubernetes.io/audit: baseline

pod-security.kubernetes.io/warn: baseline

CLI 554

kubectl label namespace <namespace-name> \
pod-security.kubernetes.io/enforce=baseline \
pod-security.kubernetes.io/audit=restricted \

--overwrite

kubectl get namespace <namespace-name> --show-labels

B4

XHFER . 4% TEE runtime class fff PSAKE.

RBIBCE :

apiVersion: pod-security.admission.config.k8s.io/v1
kind: PodSecurityConfiguration
exemptions:

usernames: ['admin']

runtimeClasses: ['nvidia']

namespaces: ['kube-system']
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Overcommit Ratio

B=x

ik dn & 7B TR & L

CRD EX

f# M CLI BB &L

£/ Web 1= & G132/ Hl &L
EEEm

BRIEDIR

HR i o 4 =S [B) W PL

/)

RERBHTE ARSI T GaETARERIFREN (CPUNNANTE) . XBEE T X4 T
NERNIRS (RAERHE) 58K (RENR/ME) ZBERXR , AMALRIEREFHZER,

BEECEALR | EATIBR A P E X R B R RBANERRFESIELERN , ReENEHN

PN A
o Limits : FEFA(ERNRATIR. BIRFITAESE CPU RITEAFALL,

* Requests : FEFFTHBHRER/NEIR. Kubemetes RIEXEATKIFAK AR,

o Overcommit Ratio : [R#l /153K, HREE N T & TENLRR TSR |, FERIR
REES T ETEE.
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FLRET

- BHRESENREL , BRI H 4 SRNRRR LN BTN, SERERISER 2
.

e

BESLZSERENIRE R 2 , DR ARFETE CPU [REI% 4c , MK CPU &sRIEITE
A

CPU Request = CPU Limit / Overcommit ratio, FEBt, , CPU iE3KA 4c /2 = 2c,

CRD X

apiVersion: resource.alauda.io/v1l
kind: NamespaceResourceRatio
metadata:

namespace: example

name: example-namespace-overcommit
spec:

cpu: 3

memory: 4
status:

clusterCpPU: 2

clusterMemory: 3

¥/ CLI g2 &Ll

kubectl apply -f example-namespace-overcommit.yaml

£ Web %% 5 62 #T@E & L
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AVFRRG A TR BELL , IEERRIRIRFEISEKZEINELS] , R E R TIRS B RIFERE

GBI, IREERRIRFFHER,
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2. mirB#¥x Namespace £ 7.

3. Ry #R4F > BAHELL,
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e i

o MR TSR RIHEELL,

o TR EERE CPUINTRLLA 4, d & TRIZNAA 4,

PR RFBCE
o BB = IR/ BHBELL,
o HRWERS , NERAEEEBIAST AR,
s REMETHETEEER (BHAKTL) .
B X o NG SRELEA 4, S ATAILLRK 2 - K = [RH) / 2,
o BTRIRERZGETAREE.
5. Ry EH.

EE  BEUXTHTAEA) Pod &3 , ©F Pod REFIREER , HEIER,
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BRIEDIR
ARIAK 51
BRAUEDIR
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o FERHFFFIARGIOACIENEE SR e aisiEm /.
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ER A PSR Namespace fi 5, WG ERINZEZ Namespace AT EHRITIE .

BAIEDTR
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2. 2f1Z Namespaces > Namespaces,

3. RS ABRAIER Namespace £ 7,

4. £ Namespace Members #r%& 0 , iy Import Members,

5. \BAMRIELIR | B3RP ML ERakER S AZ Namespace 1,

TIP

BT HEER AN THAEEE R FA |, FER AR FERAR P2 THEMHE R,

o ¥3)xb A A FAYEA Namespace BiRS |, SFHENEAA.
1. RIESXTEHEIRHR Set Role TAMIK THAE , HiFEHEHMAH AL,
2. mifi Import All,
o MIIRFFA—PEZ A FIEAR Namespace B R
1. AR PAIBRERINERIE  BFE—IHE A,
2. REXTVEIENEHED Set Role A THIAE , iR & 5 Hcks ATk A FiMB A& K.

3. mif Import,
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LFSE A OICD 2K IDP J5 , ATRLK OIDC i =024 Namespace AR

AT LB & NESKKAF R OIDC IK-SE5 Namespace BRI , FF A% B Ao BCHEN
Namespace £,
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EE  BRIRAN , REASBIEKSHBARM ., EHRERNKKSEBRHN , BRI LK
SEIERNERFA.

AW OIDC KSA4E : BIIFEEBECER IDP 1 OIDC BUHAEREFHRBEHRKS , BIFEC AR
NEFFENEERFEANIKS,

BT 51

4PN OICD 2£FYf) IDP,

BAIEDTR

1. # )\ Project Management , SiBESFRMAA R TIH LK.

2. 2f1Z Namespaces > Namespaces,

3. AT FARMA R FTTER Namespace £ 7R,

4. £ Namespace Members 1% , md5 Add Member,

5. 1£ Username i \fEF , Wi \F & IFNIIE R =AFAKSHKA P4,

TE OFWAMARR LN N E=FFE LRIEKS , AUAKSETERINERAF

Ls
Ho

6. £ Role NAEF , AN A FECENARETR.

7. |t Add,
AN SE , ZATIAFE Namespace i RFIRFER LKA,
EfF , ZEA %R (Platform Management > User Management) 188 Fi% .
ERFPEINVERBELSEARFEZH , KRBRA - WNATHRZAF, ; YKSEIE
FEELSEIFAE  FASRIERKSHRRMEEFERFIIRTER,

BIRA R

B lRTsE M) Namespace A5 , FRIBREXEXNAE |, DUSHEHE Namespace AR,

BAELIR
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. #E\ Project Management , [ EFHERM RN TE S 7.

. SfiiZE Namespaces > Namespaces,

. RETFBR K RFTER Namespace £ #F.

. 7£ Namespace Members /&R , [REFFEHEBRICR AN : > Remove,

. =i Remove,
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0 Alauda Container Platform

EAan & <]

B=x

SEHTACAR
B Web #25%I|& ST R IRECER
BT CLI BT RIRBCAR
BEHIAZS LimitRanges
1B Web 5% & % # LimitRange
1&iZ CLI E# LimitRange
5T Pod Security Admission
BT Web 5% & B 1 Pod Security Admission

BT CLI E#1 Pod Security Admission

SEATACAR

Resource Quota

AT Web 151 & BT R IRBCER
1. #t\ Project Management , £~ Sf1ZE Namespaces > Namespace 7|3k,
2. miB %8 namespace name,

3. miff Actions > Update Quota,
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4. FEEZIFECEN (CPU, Memory, Pods %) , #Afgmii Update.

1BId CLI ERrRIRACER

Resource Quota YAML file example

kubectl edit resourcequota <quota-name> -n <namespace-name>

kubectl get resourcequota <quota-name> -n <namespace-name> -0 yaml

H A% LimitRanges

Limit Range

BT Web #2#] & 5 #1 LimitRange

1. # A\ Project Management fL[& , fEA ML= S M1ZE Namespaces > Namespace 7135,
2. mirB %8 namespace name,

3. ;i Actions > Update Container LimitRange,

4. BB XZREFEE ( defaultRequest . default . max ) , SAfAiy Update,

BT CLI # LimitRange

Limit Range YAML file example
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kubectl edit limitrange <limitrange-name> -n <namespace-name>

kubectl get limitrange <limitrange-name> -n <namespace-name> -0 yaml

541 Pod Security Admission

Pod Security Admission

hd A

18T Web 1514 E 5T Pod Security Admission

1. # A\ Project Management fL& , #ZEAMNA= S HZE Namespaces > Namespace 13%.
2. miB#r namespace name.,

3. miff Actions > Update Pod Security Admission,

4. HBEZLWAE ( enforce . audit . warn ) , SAfAi Update,

JBiT CLI &1 Pod Security Admission

Update Pod Security Admission CLI command
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Q Alauda Container Platform

R fRdn 4 (8]

AR ROERK A bRan & 28] , SR HEH LR B 5k,

Bk

Ml 42 2518

MR a5 4 == 18]

Wb dn 2 z=18) : kX Mk 2 TR R ENKEEIR (570 Pods, Services,

ConfigMaps) , MWIRIERATHGH , FBRRE N ECH RIRACER.

kubectl delete namespace <namespace-name>

R in 4 (8]

Blrh2TE  BheTEMAYIImE S | BARERELRIE.
&, ATRUEE Import Namespace S AZIHAMRE .,

l NOTE

o WIRE(NRT RECBRTFA

Ain B T RUIAR AT S B


http://localhost:4173/container_platform/zh/

k% /3% 656 42 Z518] - Alauda Container Platform

+ Kubernetes AT Fpg & TRIBiF"HIE.

kubectl label namespace <namespace-name> cpaas.io/project- --overwrite
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Q Alauda Container Platform

BN AR AE R T/E

ALE ConfigMap

IHfi# ConfigMap

ConfigMap Rl

ConfigMap 5 Secret Xttt

B3 Web #%H& €132 ConfigMap
18id CLI €1 ConfigMap

BAE

B CLIEFR., ZmigAnix

7£ Pod #{§f ConfigMap HIA =

BlE Secrets

I8f% Secrets

B Opaque 2% Secret

#8132 Docker jEfFFRIEHY Secret
413 Basic Auth 255! Secret
B SSH-Auth 2¢5Y Secret
B3 TLS ZEAY Secret

TAid Web 1% & 4132 Secret
AN{A1E Pod F{EM Secret
JREIRAE

ARIRME


http://localhost:4173/container_platform/zh/
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Jo
1l

Q Alauda Container Platform

A& ConfigMap

ConfigMap RFERECE TH SSRGS , MRFASWN AR #BENE. UTFEaENX
T ConfigMap AR an{a €I FE A EA].

B=x

184 ConfigMap

ConfigMap R

ConfigMap 5 Secret St

BT Web =542 ConfigMap

J81T CLI g% ConfigMap

B1E

Bid CLIEE. fwiafnihiik

7£ Pod #{# A ConfigMap 775\
ERMRAE
TERET R
EARAN R R

I9% ConfigMap

WENBRFEEESRE Y. aITSHAMETEMNEMAESHITACE . £ OpenShift
Container Platform # , iXYEACE T H-S45GNAHEE , DURIFS 23 LN e[ 4EM.


http://localhost:4173/container_platform/zh/
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configMap XZIEHTMBFMIENLEEENISE , FREERZSXT OpenShift Container
Platform {fR3FJ0/B4N. ConfigMap B] AR FEMMALEREE | N8B |, el ATEAEREH
EREE , B ELE ek JSON .,

ConfigMap XYRMRF T REIRNGEXS , XLHHERT A Pod B , SRERATHEARSA
fF (aEhlER) MECERER. B

apiVersion: vi
kind: ConfigMap
metadata:
name: my-app-config
namespace: default
data:
app_mode: "development"
feature_flags: "true"
database.properties: |-
jdbc.ur1l=jdbc:mysql://localhost:3306/mydb
jdbc.username=user
jdbc.password=password
log_settings.json: |-
{
"level": "INFO",

"format": "json"

E YR\ TSI (anEE) AU ConfigMap B, BJUA{EF binarybata =FER.
FCEMET PUBT 2 #M AR 7E Pod 4%, ConfigMap TJLABT :

o ERBRFTHHEAEME
o WEAHKNGHTEH

o EETIRFEAEM

P AGAHE ] AR BCE {5 217 f87E ConfigMap &1, ConfigMap 25\ T Secret , BRIt L
BFAFELNERAB AW EERN TS,

ConfigMap [$E ]



o PN AI3E ConfigMap , ZBEFE Pod FiETEEHANEA.

o IFHIFTURE AR LRANECEEE. WIRIEEMAKE A ConfigMap ECEAZAHZE—IA.
¢ ConfigMap MZRFATMEF.

« RBEHFE—THESH Pod 51 .

o Kubectl {74551 M API iR %-25%5HXK Pod {8 ConfigMap , EI3ET8iT CLI AJZ K Pod , 8%
BT B S EHEAIE K Pod, AAEFEEIT OpenShift Container Platform ;-RE*] --
manifest-url #Ra&. --config FrGEKE. REST API GIZE Pod , EAXLREE WK
A2 Pod A=,

ConfigMap 5 Secret XfLt

Thee ConfigMap Secret
eIt AFEBU Uk (anERL)
Yt B3 Base64 4t
AR &, & TG, &k

1B1T Web 3% & /% ConfigMap

1. 3t \ Container Platform,
2. FEA ML S Configuration > ConfigMap.
3. mifi Create ConfigMap.

4. 2 AT RBAECEME RS,

S iR

Entries ¥& key:value BEXS , ¥ RN A S FWFA.
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ZW WA

o WD MRABRAIRMECET , AT IAME Key M B IE—1TERZ AT
key=value A& XMV A ERMECETR,

o SN SAREBIE IM B3R |, SUEER1ER key , SUEFRBER
value , JHF A— M ECET.

EAEBIT IM R ZHHISHF |, XHFR1ER key , TFRNABEA value |, JHFTA
—/ ECET,

EE : 43 ConfigMap J& , SAKXHARITEK.

Binary

Entries

MERMBRIIRE :

# BT key=value, ZMEEXNIANTT, BNMMEFTTEEMRA.
keyl=valuel
key2=value2
key3=value3

5. =i Create,

JBIZ CLI 63 ConfigMap

kubectl create configmap app-config \
--from-literal=APP_ENV=production \
--from-1literal=LOG_LEVEL=debug

BE MR

kubectl apply -f app-config.yaml -n k-1

BRAE



LRI RS RITTAMR () BOEETRA LA Actions |, RIEEEFEHZMI ConfigMap,

ConfigMap KA E L7005 BZECER TEREL , B s FERIEG.

1%

=1
" 5B

. SRMSEH ConfigMap & . (LB IHEAES| X ConfigMap (SiEACET) (T
; B EEER Pod . 4 EEERLE,

. HTFSNR T HEICES | (IR HRNES RS ENES.
) M3 ConfigMap 5 , fLTBEFREA R3] FX ConfigMap (SERET) MTIEMEE
% E52 Pod I , ZHREIZ B , TAEASEIRFIEIA.

BT CLIEE. Ymiafiik

kubectl get configmap app-config -n k-1 -o yaml
kubectl edit configmap app-config -n k-1
kubectl delete configmap app-config -n k-1

1£ Pod F{$ F§ ConfigMap 7=

fERIRIE AR

envFrom:
- configMapRef:

name: app-config
BMREBSK AR HTR—IRLE,

TENEF R



B E ConfigMap - Alauda Container Platform

volumes:
- name: config-volume
configMap:
name: app-config

volumeMounts:
- name: config-volume

mountPath: /etc/config

BB /etc/config FHI—IHF , XAFRBAXTEIE.
(LR

env:
- name: APP_ENV
valueFrom:
configMapKeyRef:
name: app-config
key: APP_ENV
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0 Alauda Container Platform Q

Bl E Secrets

B=x

1% Secrets
32 S
XTI
EEEWREA
B Opaque ZEH! Secret
B3 Docker JEfRIEEY Secret
B Basic Auth 258U Secret
B SSH-Auth 2% Secret
B TLS 27 Secret
BT Web =55 4% Secret
AMATE Pod F{E A Secret
TERMEAE
TEREERSHE (%)
JasriRAE
EPSES (S

1542 Secrets

1£ Kubernetes (k8s) % , Secret 8 — N EAXNLR , 5 EGFHMNEHEGUREE | FlaNEHD,
OAuth £h#. SSH 4. TLSEFH API %43, HFEBHRNEMIESUEEEREEIR A Pod


http://localhost:4173/container_platform/zh/

N R %TF , NMiEeT SR n] N,
Secrets Z5F ConfigMaps , (BE [ THETHEHRE. BI11EE LT base6d JRiBEEE |, 7
AT LB 24 Pods JES , AIEEASIFEBTEAMELTERE.

{5 %t

o RV SEATECEILST (Kubernetes ConfigMap) #BEL , Secrets @id{# F Base64
URIDIFMEBURSE | IRIET BIFT M. HALHILES Kubernetes HIVAIEHIBES , B3
PR T R R RN,

o RIEMEMEIR : {FH Secrets &7 —FRELEBUR(S B JRALE] Pod & X XA 25515+
Hie, BERERNATE. X SEET SURBEEREIEFB Y , TTHEE RN AT ARk
N A

X FFHIZERY

Kubernetes X#5Z #3AYK) Secrets , GFZTIERETXT4FE A, FRIEE STIFLAT A -

o Opaque : —FPil i Secret 258 | T EMEEEMREN RBUBREGERE |, Hl20%M0ek APl &
£,

o TLS: B IRTHME TLS (FMERL) POERMAUIAES , BE BT HTTPS BEM%K
£MAA.

« SSHKey : fiT#f# SSH A4 , @BE BT R2VilA Git ©EZHMSIF SSH KRS .

o SSH Authentication (kubernetes.io/ssh-auth) : 7Zf&i@id SSH M {EHHIBEELIAES
=

7/Bao0

« Username/Password (kubernetes.io/basic-auth) : I TEEEANEEIE (B RLI%R
B)

« Image Pull Secret (kubernetes.io/dockerconfigjson) : 7ZiE \FL B 5% &E (Docker
Registry) HIHAS4EGATHER JISON AEFR .,

(EZEWERTA
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Secrets A] PUB I R E 7 1E4 N BFEF7E Pods HiE% -
o EAMIEAE : AT Secret FRBUBHBIEERFI NI BHKIRTES,

o {ENERIM (%) : Secrets AIRMEAXMHEREI Pod WET , AN BTEF N IEEMX
FHER A AR .

EE - TEREAF K Pod S R BES| B —a & BN Secrets, B XSk A YAML AL
B , B2 Kubernetes E A 7.

A1 Opaque Z£%! Secret

kubectl create secret generic my-secret \
--from-literal=username=admin \

--from-literal=password=Pa$$word

YAML

apiVersion: vi

kind: Secret

metadata:
name: my-secret

type: Opaque

data:
username: YWRtaw4=
password: UGEkJHcwcmQ=

AR Ui DU A ghS

echo YWRtaw4= | base64 --decode

B3 Docker JFffF&RZEE! Secret


https://kubernetes.io/docs/concepts/configuration/secret/#using-secrets
https://kubernetes.io/docs/concepts/configuration/secret/#using-secrets
https://kubernetes.io/docs/concepts/configuration/secret/#using-secrets

BC'& Secrets - Alauda Container Platform

kubectl create secret docker-registry my-docker-creds \
--docker-username=myuser \
--docker-password=mypass \
--docker-server=https://index.docker.io/v1/ \

--docker-email=my@example.com

YAML

apivVersion: vi
kind: Secret
metadata:
name: my-docker-creds
type: kubernetes.io/dockerconfigjson
data:
.dockerconfigjson: eyJhdXRocyI6eyJodHRwczovL21uZGV4LmRvY2t1lci5pby92MS8i
OnsidXN1lcm5hbWUi0iJteXVzZXIilCIwYXNzd29yZCI6Im15¢cGFzcyIsImVtYWlsIjoibX1AZ
XhhbXBsZS5jb20iLCIJhdXRoIjoiY lhsMWMyVn1PbTE1YOdGemN3PTO1fX19

K8s £ BaEHNM 4. TR, HEFHMEFIIRS 25 S50 Docker ARAEEFRMER

"auths": {
"https://index.docker.io/v1/": {
"username": "myuser",
"password": "mypass",
"email": "my@example.com",
"auth'": "bX11c2VyOml5cGFzcw==" # base64(username:password)

It JISON [ fa# base64 JrhiF F{E Secret KEUHEFERE.

1£ Pod H{FEFATE :

imagePullSecrets:

- name: my-docker-creds



Bt & Secrets - Alauda Container Platform

4172 Basic Auth Z£#! Secret

apiVersion: vi
kind: Secret
metadata:

name: basic-auth-secret
type: kubernetes.io/basic-auth
stringData:

username: myuser

password: mypass

17 SSH-Auth 257! Secret
PG : 774% SSH B4R (Bl , BT Git i)

apiVersion: vi
kind: Secret
metadata:
name: ssh-key-secret
type: kubernetes.io/ssh-auth
stringData:
ssh-privatekey: |

617 TLS Z57HU Secret

B : TLSAEH (BT Ingress. webhooks %)

kubectl create secret tls tls-secret \
--cert=path/to/tls.crt \
--key=path/to/tls.key



YAML

apiVersion: vi
kind: Secret
metadata:

name: tls-secret
type: kubernetes.io/tls
data:

tls.crt: <base64>

tls.key: <base64>

BT Web =% & €72 Secret
1. # )\ Container Platform,

2. FEEMSHAL | Bk FLE > Secrets,

3. By Y3 Secret,

4. BLES.

BN ERBOEF , SHFRARAFG. BRREERIGUE , B B3RS Base64 JRhBig
¥ R 7% Secret F |, HH FREIE T E YAML fEH T,

5. Bl AU,

{7 Pod #{  Secret

EAMRAE
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env:
- name: DB_USERNAME
valueFrom:
secretKeyRef:
name: my-secret

key: username

M& K my-secret [ Secret FEEUEA username WIE , IR HEHAEAHIELE

DB_USERNAME ,

TENERMT (%)

volumes:
- name: secret-volume
secret:

secretName: my-secret

volumeMounts:
- name: secret-volume

mountPath: '"/etc/secret"

LSS S

Rt &, RN AR TR |, T3 AEAAR Secrets.,

ju|

EPSESE
ETYAFIERREEHANN () SEFHEREESS LR B, BTEEHLBE Secret,

%
1A
" WA
(2 RINERE H— Secret 5 , BELBEIMEAES| X Secret (BREBLEM) WILIEREBE
H FEE Pods , FIWELE A BEAR.
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R
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iR

o % Secret f , ELBEIHIRAES| L Secret (FHACEM) W I{ERE , FiE
Pods BT REA RTRAZIS| FIRM 225200,

o BAEMERFEBINERK Secrets , BRIATRESECFSTRETTAIER /. 60 : 2

B4 service-account-token BB 2 65 & T 8) & IRHKIAEIS B/ Secrets , AR ARG dp %
ZS18] (40 kube-system) HRf] Secrets,
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0 Alauda Container Platform Q

EUEEINAEE

Creating applications from Ima( J&IZ Chart i FH BT YAML -
Prerequisites weight: 40 i18n: title: en: Creating applicat  JFEZEI
Procedure 1 - Workloads EEEM BTHE &
Procedure 2 - Services AR BAIEDTR
Procedure 3 - Ingress BRIELIR
IV R ETRRE KENTS%E
SE(ER weight: 40 i18n: title: en: Creating applicat Creating ap
TEEEIN
EEFM Prerequisites
AR Procedure
J8iZ Operator Backed 4131/ FH
sourceSHA: d8decb364fe429c3f25f1e3195cc6816d6ef435a9h693262387ab419a41752¢
70 18T CLl L.
BRAIEDR o
Z9il=¥3% AIHe SR
HEHERR BRAIESR
sourceSHA: d8dech364fe429c3f25f1e3195cc6816d6ef435a9b693262387ab419a41752¢ =0
70 &
2%
BAEDER
HEHERR
AL :

sourceSHA: d8dech364fe429c3f25f1e3195cc6816d6ef435a9b693262387ab419a4175286 weight:
70

BAEDIR
TR


http://localhost:4173/container_platform/zh/

B3N FB - Alauda Container Platform
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Q Alauda Container Platform Q

Creating applications from Image

B=x

Prerequisites

Procedure 1 - Workloads
Workload 1 - ELEEAEE
Workload 2 - it & Pod
Workload 3 - BEEA#%

Procedure 2 - Services

Procedure 3 - Ingress

I FREIHIRE

ZEER
SRR
RIFKRES

BRAZH

PR SR

Prerequisites

WA G, BGRETURFAEE REY TAMERNEGCE , Wi UEE=AFA4
REGBE.

o MTHE , BEABESERGEESRAENME , KT ERRETRGES. MRIEAE
FTBRSGRCE | BIXAEHE Rt TNEL.


http://localhost:4173/container_platform/zh/
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o MRBE=ZFFENHEGEE , BUHRUIERTUERNXCERIRE

Procedure 1 - Workloads

1. £ Container Platform & , ZZ {1 S A=t \ Applications > Applications,
2. =iy Create,
3. 1%&$% Create from Image {E A1 A=,

4. FEESINEH , fdr Confirm,

I INFO

AR EAEME Web IZH| &K S ET GG , TTUBE Already Integrated #4718,
Integration Project Name f5]4]] images (docker-registry-projectname) , FHF451% Web #5545
KB % projectname ARG O FEFHINE 4 containers,

6. BB M RBARLE ARSI,
Workload 1 - i B EZ A E

7£ Workload > Basic Info ¥4y , it & LEGEMKFEAR S

S8 Vi

HRYE T et TAE TR

« Deployment : 403 ¥t AFES W.A3E Deployment,

Model
« DaemonSet : SR EFES L A17E DaemonSet,
« StatefulSet : V¥ ¥nBRES W42 StatefulSet,
. i X Deployment 1 Pod BIARKHIEHE (Z0A: 1) . IRIBLIERE
Replicas

TR TIRZE.
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2 UihA

BCE rollingupdate ZREGIASKINF(ZALERE :
AP BE ( maxSurge ) :

o FHHAE AR IS EIZERIA IR K Pod 2.
o FFESTE (0 2 ) KESNEE (0 20% ) .
e BNLITE A : ceil(current_replicas x percentage) .

o P 10 NEIARR , 41 - 5,
R AAT] ¥ ( maxunavailable ) :

o EFTHAR A ER AT ARERK Pod &,
o BALEARTET 100% ,
o BNLITE A : floor(current_replicas x percentage) .

o R~ 10 DEIARS , 4.9 - 4,
More > Update
FEEW
1. BAE : KB ER , maxSurge=1 , maxUnavailable=1 ,
2. EEETIKER Pod (20 Pending / CrashLoopBackoff ) I AANA]
.
3. [FIEFPR :

Strategy

e maxSurge # maxUnavailable ABEREBIA o0 3K 0% .

o EMEANLLINITE R 0 , Kubernetes £384&I%
maxUnavailable=1 PAMRUFEFHE.

NG
XFF 10 AN El4f] Deployment :

e maxSurge=2 - FEHHAELR Pod ¥k 10 + 2 = 12 |
e maxUnavailable=3 - F/NaJfHPod %A 10 - 3 =7 .

o WRIEEHIRN R RI REFA] .

Workload 2 - it & Pod
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TR  ERGEMEHTEZ RGBS  FHRA Pod B ERCE IERMINT R RAIALR,

1. 72 Pod 814 , BCEBRSEIT S A A ar ARIEHE -

¥ iR

HHIFA LR, XIFNELEEIE pvc . configMap |
Volumes Secret . emptyDir . hostPath %. E{KSTINVEIENIFMEETER
1H.

NENE=FRGCENRGSG (BEFaAGRE URL) BME,
R FAERNRGCETRG GRS BNREMX Secret,

Image Credential

Pod WEIAR LI5S R AVFRIUHERTIESTA) (BRIA @ 30s ) .
- ZEMHAE] , Pod & TERIETEALIRHNE K IR R IR
-REA o KBHNIRIMIER (SIGKILL) |, AIRESEOEKHT.

More > Close

Grace Period

T R RN

i WA

More > FR% Pod AR ZI A BHTEMREM TR (BIE0 kubernetes.io/os: linux ) ,
NOde Node Selector: acp.cpaas.io/node-group-share-mode:Share X v
Selector

More > ETEHA Pod & XA AN,

Affinity

Pod FEFNZEHY .

+ Pod FEF1 : ¥# Pod EENETTHIE Pod TR (RIFRTNER)
o Pod [GRM : B GHT Pod SHFE Pod £FTR—T M.

PATIER :
» RequiredDuringSchedulinglgnoredDuringExecution : {Y 4% 1Ji# & B 48
Z Pod.

 PreferredDuringSchedulinglgnoredDuringExecution : {5543 7# 2 FL.NEK)
TR, BRFFIS,
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2 UiBA

FCETEL

« topologyKey : T XFRFMNFHIT MR (ZHA :

kubernetes.io/hostname ) ,

e labelSelector : {FHEIRZKEMEITEBHF Pod,

3. MEHECE
e Kube-OVN
2% VtAA
X+ Pod P48 E SR QoS :
Bandwidth . WIERIRS]  BANMRER (M 1oMbps ) .
Limits
o NYHERFERS : IRANIMERE
Subnet MFE L FRI AL 1P, BERFSE , NERdr 2 T RIMEATFR,
BEFFZ 1P HibH4 Pod :
Static IP « % Deployment #f Pod "] AFR<RARIE] IP , 1B [F— A A
Address —A Pod {f A% IP
o XKBE:FE IPRENAKTET Pod BIAER.
e Calico
S WA
HECEE 1P, TARME— :
Static IP Address o GNP IEERFRBEHTEL— Pod,

o K S IP WEMAKTFT Pod BIFE.
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Workload 3 - it B A%

1. £ Container {4 , £ MRAARCEHXEE.

e UihA

« Requests : B 1z1TATER R/ CPU/RNTE,
o Limits : AZE1THR AFRIERK CPUIRNTE., BAE LI EIRERL,
&= EBELL

- JulBELL
FERER A TR RIRICH , BERIRGIL A G E T RZAE (
1EH)

& ZTAECAR : TCRNAE , BRESUEK.

. AHEN:
EREFTER Linits / BEE  (RAB%R)

RIRER SRS

AR

BK < [RH) < a5 & TEECAR K.
BELTERER Pod 43,

HELLERANZARFanEKECE.
o Todn 4 TR ECHNTTE 2 RIRIR B

T REIR ACE SR ol Y R®IR (40 vGPU, pGPU) .

HHER FAGEMEEE. R EEESRA.
BAE -

« ©% Pod % : ;i Add

+ Jt Pod % : =iy Add & Mount
S

e mountPath : BENHEHARZKIZ (41 /data )
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S iR

o subpath : ZHRNAEXIH/BREKR.
XfF configMap / Secret : 1EFRRE{KHE

o vreadonly : R (BUAEE)

2% Kubernetes % 7,

RFARMN.
5 & TCP g 6379 , BFRA redis .
FEL

Ui e protocol : TCP/UDP

e Port :ZESUm[] (0 6379 )

e name :{F4& DNSHSEARAMA (20 redis )

BEZIA ENTRYPOINT/CMD :
RBIL: PAT top -b
-Command : ["top", "-b"]
e S5 -3¢ Command : ["top"] , Args: ["-b"]
B 2 : HitH  $MESSAGE

/bin/sh -c "while true; do echo $(MESSAGE); sleep 10;

FILE X4 7.

o FRSE  EIEBEN

. o ZN{H : 5| F ConfigMap/Secret 5 , Pod F£E& ( fieldrRef ) , %
More > FIFAE

JR¥ERR ( resourceFieldRef )

TR WEXELESRG/MEXHTHRE.

More > 3| FBi§ DEAEFERTENEA ConfigMap/Secret, THFHK Secret 257 -
ConfigMap Opaque ., kubernetes.io/basic-auth ,
More > g R E

o FIERET  KINASRER RKBUER)


https://kubernetes.io/docs/concepts/storage/volumes/
https://kubernetes.io/docs/concepts/storage/volumes/
https://kubernetes.io/docs/concepts/storage/volumes/
https://kubernetes.io/docs/tasks/inject-data-application/define-command-argument-container/
https://kubernetes.io/docs/tasks/inject-data-application/define-command-argument-container/
https://kubernetes.io/docs/tasks/inject-data-application/define-command-argument-container/
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S iR
o RAELRET : KINARST AT (KRB N AR

FNRFERESH.

=it S

- BUAEE  stdout

- XAEHERIRAB) : /var/log/* . log
2K

More > HiES o TFBIKZN overlay2 : EUAHF

o devicemapper : HBFNIEF, EmptyDir BIHEB R

o Windows i f : MRALBREIEE (A c:/a XNV

c:/a/b/c/*.1log )

More > iR HE
N HEfR4FE HEWE (0 /var/log/aaa.log ) .
X
BEHRALEFTPITHS
More > {Z1EBiH 5 : echo "stop"
T4 FE - S PITIEILIET Pod B9

terminationGracePeriodSeconds .

2. 54 _L# Add Container 2% Add Init Container,

24, Init Containers 7,  Init Container :

1. ENARBZAEE (FHIT) .
2. TERERRIR,
3. RS
» Pod HZ NN ARZEHEZE/D— Init Container,

o FANVFARZE Pod A3 Init Container,

3. ;=i Create,


https://kubernetes.io/docs/concepts/workloads/pods/init-containers/
https://kubernetes.io/docs/concepts/workloads/pods/init-containers/
https://kubernetes.io/docs/concepts/workloads/pods/init-containers/

Creating applications from Image - Alauda Container Platform

Procedure 2 - Services

Service

A

Kubernetes Service , N&EHNIZI TN AR ZF S —INBARNGS , BME TERES
HEZN R, RESERIIES NAIZ Service,

TE - AT RN EIARFRIE T EAGRIR, BTEAMGLRI (5E
) A4 StatefulSet , INA BB EIHAE (TERBRER) NIOALFR , BN
BESE T RIS .

Procedure 3 - Ingress

Ingress

WA

Kubernetes Ingress , B WMUEEMECEYLS) , {# HTTP (3k HTTPS) MRS 7]
R, 3XHF URI, WA, BE1E25% Web &, Ingress ftiFET Kubernetes API E X
MRS R EM SRR Fin. FASERIIES WA Ingress,

EE : AT Ingress B{E i Service WIIE 4RI A FAERA TR , BifR
% Service KEXN AT L/EREL , AR T/ERBEARS AT a5 K K.

7. =i Create,

N P ETRIRAE

BN ARER , AIERUTE—AR

1. RN BSIRANK R EEES (0 .
2. FEN VB TUA LA 1%3F Actions,

B4

Update

iR

o SEHT (UERBARLTERE , EAHENHEFRE (L Deployment 5% A
Bl) . REWERABNRINECE.


http://localhost:4173/container_platform/zh/configure/networking/functions/configure_service.html
http://localhost:4173/container_platform/zh/configure/networking/functions/configure_ingress.html
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BAE UiRA

o IEHIEH MRV AEEIRE) , REAHERREIIT,
1. @R

- HEREXTFUMNLEREN WEAMIEZES|IFK ConfigMap/Secret &
) .

o KBERE2EHTINFAGER.

N
3%

tl:\‘\ =z
o/t =

o ANEERRES BT RFIEK.

o TR RRTERIEL S ES M.

o MR :

o B Ingress MR : ZHIHRE KM , SMERUIEMIATIEE LB _1P:NodePort [A] :
1) LoadBalancer Service {f BEARH .
2) #77E5| N A FEIKERALN,
e IESNRTIRIFEMIER Service,

o i Service : N FALAHFRILRIERZEATIE R L , Mk Ingress FNKE , RE
API| STRADTFIE.

o IREXMIER -
1. BERATEFRIR , B85 Deployment, Service # Ingress FLRA,
2. Persistent Volume Claim (PVC) g StorageClass #E X HI{R B kg,
Delete - MiEcEIREERSR
1. #AKEX Service TLEIKIRE.
2. i NRESAHEIEE &1

3. {FH kubectl describe ownerReferences WEKHIRIERE.

ZEEE

FEE S
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F
[

&

BEEAN PVC LUBKIFAIEE.

Persistent Volume

Claim AR ANEEFESE (BXEXPV) B PVC, REFE PVC £3E
Pod B KM,

BRI ConfigMap BRI SCHTERFER -

ConfigMap * 5t¥ ConfigMap : 7EHERKAE T A2 DU & & B3

o FRRIZEFE  HEBHEERE (20 my.cnf )

¥k EB 5y Secret BUEASHERIEER :

Secret ° ;T_'Eg Secret : T:Eﬁﬁ%@—lsﬁﬂﬂu’fﬁﬁﬁ% E‘]y'ﬁ:
o FRRIRIGER - HEBUFERE (W0 tls.crt )

SEHHNTRENIENS , A&
o HREE
o A& A5 Pod 45

Ephemeral Volumes

o XFFEHARE

FRZR | IENBUEFME. ENIGR S
Pod A 5 AL Z AIGRT 7%
- Pod [EEI7ET MBI

Empty Directory - Pod i hifs

ERGR  BHREXAHRE | EREEGFME. 30 EmptyDir

Host Path HHBEINEF (WL 7 FFk, 20 /volumepath ) ,

RN EZS

BRZH


http://localhost:4173/container_platform/zh/configure/storage/functions/create_pvc.html
http://localhost:4173/container_platform/zh/configure/storage/how_to/generic_ephemeral_volumes.html
http://localhost:4173/container_platform/zh/configure/storage/how_to/using_empty_dir.html

Creating applications from Image - Alauda Container Platform

S} YA

Initial Delay PRETSFNATATERRASTE) (R0) . 2RIA @ 300 ,
Period BETERATE) (1-120%p) . 2K @ 60 ,
Timeout ERETIRASESA) (1-300%p) . BOA: 30 .
Success Threshold PRCHE R AT B INEE RIS A o .,

A SN ER R RIEL R BUR YK -
Failure Threshold - 0 ZRETRBHENME
- 0N ESKM S R - AAER.

IS RE SR

S &Y 1EH

Protocol HTTP/HTTPS BEKREMX

Port HTTP/HTTPS/TCP BAiRA RO

Path HTTP/HTTPS Ipm g2 (20 /healthz )

HTTP AT N R
HTTP/HTTPS BREMERK (ARINBEEXT)

Headers

RETRITHRRE RS (70 sh -c "curl -I
Command EXEC localhost:8080 | grep OK" ) ,
FE - TR UEHRFHHUR G S A B,
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0 Alauda Container Platform Q

1. BR4ER -

B=x

weight: 40 i18n: title: en: Creating applications from Chart zh: @i Chart SN
EEZEm

AR &

BRAIEDIR

RENHEE

weight: 40 i18n: title: en: Creating applications from Chart zh: @i Chart Sl
EEFEm

&M

BAEDTR

RERNHEE

weight: 40 i18n: title: en: Creating applications from Chart zh: J&jd Chart fl7Z
EEEm

BIE &M

BRIEDIR

RENHEE

weight: 40 i18n: title: en: Creating applications
from Chart zh: &I Chart 472 5


http://localhost:4173/container_platform/zh/

@i Chart #)#V - Alauda Container Platform

BT Chart §)ENF

EHT Helm Chart ®RxBEAN BRERZE#. Helm Chart 2—240E X Kubernetes &R |
EEITBEN ARFHEHANAREFRNS A , RN ESRAESIEE. XESMIEL [BRITET
TERCARTRE |, BN MTFF AR TFEBIAE I35,

AY

FEFEM

0l

Yo

Y& P ERFZLE Linux F1 Windows T B, WMIECE BRI miti¥ , ABhIDAEIPER, 4l
-

spec:
spec:
nodeSelector:
kubernetes.io/os: linux

AR 51

IRIERRIBET— NN, FF3IMTHREIR (520, REFH) |, BHERT BRI B
MEMCHFET LrIw A TAEF,

BRAIEDR

L BETE | AR SNE WA > A,
2. st Al

3. 5% WERANE (0T,

4. &HFE— Chart FECEZS¥ , &3 —A> Chart FFECENERSE , 10
resources.requests . resources.limits FIHEHABS Chart %K.

5. Bl AU,
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MIEHI SR EEE] VA > RAENA] FERE. SR EE L@ |, EOFT. £
BRAERBEEILT | WIRIER IR R TTARLE.

RENNS=
it A AR Chart BOVEK A

it RR
FIR Chart #52AR T EHIRE.

 True: 37~ Chart 15AR 2 AZh T3
 False: &/~ Chart ##ik FE AWK ; L] UEHESFRE KKK BIRA.

Initialized

e ChartlLoadFailed : Chart #54R FE kK.

e InitializeFailed :7E F#K Chart Z BIR¥IIA W EFEPHEILTE.

FORAFRUR. KB AR HEAIUEFRE.

o True: RRFIARIEREHDIET,
« False: RINFIAEREITHBIERE ; ZTAEHES P REBAMEWIRE.
Validated « DependenciesCheckFailed : Chart {KEiHeZ K.
e PermissionCheckFailed : %4§TH FERDXT ELE BRI TIRIERIALR .

e ConsistentNamespaceCheckFailed : fEIBId AR 7E R4 N A ERE LN B

B} , Chart A8 EEE G L TIRIEER RIR.

FIR Chart iR ERERE.

 True: 3/~ Chart #8242 BIhHEE .

Synced
« False: 3R/~ Chart ##AREFZ LM ; [RRSIE/RA chartSyncFailed , #&AJRL

FEHESPREAENEBIRRA.

I WARNING
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o WRIEARSI AT B A TERIR , BIKAREE RGN, 2/, & RUER 72/ %)
&t EFaERy A,

o WRAIEARSI AT ERRANEIR (120, F6EK) | BUEKATE ARG A2 .

T Helm Chart FREAR BITEMR. "aVE0FRATSIEH , BRI Helm
Chart" ST 5 AL R P D AL A B A

B FS BNRIRAEN B EZE R O FAETYada 2 TR, "XanEa U E &t RE.
“eE— Chart FHELE S , TEFE— Chart HELENERSHER 7 “EEFE—1 Chart’f
“WIIEH B ECHE MA > [RENAEERE., "PRECH RS HER , BUE
Fepkig,

‘ST RN B E LA () |, B OFSF. "ITE BAMBRE AN LI TR e E — L) | 15
MmO, "

weight: 40 i18n: title: en: Creating applications
from Chart zh: &id Chart 42N A

BT Chart 41N F

Helm Chart & —FP[RAENAREEER. BEE—HE X Kubernetes ®IFHIH , BEEFTEN
FARFFHERANARFNS A , B ESRAESIEE, XEEEARFEZE (AAFAIR
EIFRRIAEFIE) SITICAEEE R AT RE

FTEETN

=]
70

Yo
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Y& P ERTAELE Linux F1 Windows 5 mB , WMIECE BRI miti¥ , DABhIDAEIFER, 4l
-

spec:
spec:
nodeSelector:
kubernetes.io/os: linux

A 2

ARIERRRT — M AFHSI A THIEIR (B0, REFH) |, BWHRT BERIRIEN AEE
ERCHFET AH AT,

BRAEDIR

L BETA | MRS SHE WA > A,
2. it AR,

3. EFE BT fERRR.

4. FEFE— Chart FECEVEMRSE , 41 resources.requests . resources.limits PAK
HAth5 Chart EZMRHNSA.

5. By B,

RIS SI SR BRI A > [[RAENA] FHERE. AdFE ] RERE—LmA |, T 0FF. 0
RIFERY , BIRIEREIRRTTHARLE.

RERNSE

By WAL DUBIR Chart BEBRES DT,
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F
[

BRR

RN Chart 18R TEHPRE.

 True: 3R7K Chart 18R 2 AZh F 2.
« False: /R Chart #8iR FEELM ; HO]AEHEES RS BAKKKIER,

Initialized

e ChartLoadFailed : Chart #8x FE LW,

e InitializeFailed : fF FZX Chart ZBIHG T FERHINFE .

FORAFRUR. RBER AR AR IR,

e True: XTI EHDEIT.

 False: RANFAEXRBENEUIRE ; KT UEEESFRE AP EIMIEA.
Validated o DependenciesCheckFailed : Chart {k#ite 2 5 W,
 PermissionCheckFailed : HFIA PRI ELRIRHITIRIERAUR.

o ConsistentNamespaceCheckFailed : fEIR IS HAR7E R4 N A ERE LN B
i, Chart B8 FEEGETARENRIR.

FIR Chart #2ARIERE R

+ True: 3k7R Chart #iR 2 BINERE.
Synced
o False: R/~ Chart #AREFE LW ; [RES)EB/RA ChartSyncFailed , #&a[A

EHEIFRE R AR BURRA.

| WARNING

o RIEARSI AT BT RTR , FRAEHE RDRGRME. Z/F , &R RUER 7/ ZH)
&t EHeERy A,

o INRAEARS|I AT EREANTIR (5120, F6E3S) | ENERAREHE RRURIS AN,

4. 52 BTENERISCAEELER
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o F—BAINASZAIENFHASHEMN , BREARBERR , RIFZAIENFHKANBRIT],

- EEPUL WRAM. BESR. RENWEEEMANAE S IIFONE— , #55
2 HIRROPRD T,
- BETMHHPNESZ IERENNE B , RS2 HIREOREI,

RALERIT

weight: 40 i18n: title: en: Creating applications
from Chart zh: IE1Z Chart 412N

BT Chart g2 N A

Helm Chart 2 —FhRAEN AREEE., ©E—4HE X Kubernetes RIRKIXH , EEFTAEN
AREFHEHNAREFNS A , B ESRAIETITEE, XEFESERRMIREZE (ANFFEFR
BB EE R ) FHTICAE L IE AR T BE,

EEFEI

Y & B [ERT7ZAE Linux F1 Windows T3 m B, WAIECE BRI maEi% , DABhIEDAEIFR, 4
-

spec:
spec:
nodeSelector:

kubernetes.io/os: 1linux
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RIERRIBET — MRS BT AXTIR (B0, REFH) | FRHERES| B RIREN RS
ERCHFET AR AT,

BRAEDIR

1. ZaFe  AEMAETSNE NA > VA,
2. By BlEE,
3. % NBRAE EAsIEAR.

4. FEFE— Chart FECEVLEMRSE , 41 resources.requests . resources. limits PAK
HAth5 Chart EFMRHNSA.

5. By I,

RIS SI SR BRI A > [[RAENA] FHERE. AdFfE ] RERE MR |, i 0F . 0
RIFERY , BIRIEREIRRTTHARLE.

RENTE2
it A AR Chart BOVEK A

it ER
FRIR Chart 18R FEEPRE.

+ True: 37~ Chart 15AR 2 AZh T 3.
 False: &/~ Chart ##ik FEKAW ; L] UEHESFRE KK RBIRRA.

Initialized

ChartLoadFailed : Chart ¥ik FE R K.

InitializeFailed : 7E F#X Chart Z B ¥IIa S FEPHEILFE.

Validated TR IR, KR A E AR,

o True: RNFTERIUEKE D@L,
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-3t RE
+ False: RNGFAEXRBENEUIRE ; KT UEHEES P HRE AN EIMIEA.
e DependenciesCheckFailed : Chart {2 kM,
« PermissionCheckFailed : 4§ Pk X FLE R IRSHITIRERAIR.
e ConsistentNamespaceCheckFailed : fEIB S fEARfE[R AN FAHEEN A
B , Chart B & FEEGLTEEEZERNTIR.
RN Chart #ARKFIERE.
+ True: &K Chart 1R 2 ZhERE .
Synced
« False: R/~ Chart FRAREPE LW ; RSB /RA chartSyncFailed , #&AJPA
TEERSFRE R ERN K WIRA.
WARNING

o WRIEARSI AT B & TERIR , BIXAREE RGN, 2/, & RUER 72/ %)
&t EFERy A,

o WRIEARSI AT ERRANEIR (120, F6EK) | BUEXAEE RRURIS A2 UEA.
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Q Alauda Container Platform

BT YAML 4N F

IREAGE YAML B | 7B E M TERASIE R 2 SNE XBCE | AT AR —5
YAML G2 A, SR UE R IFMACE R RAEN BREAEEMEIR.

B=x

EEEM
HIIR AT

BAEDIR

AY

TEEM

o

Yo

Y& R R AEAE Linux 1 Windows 1T b |, AR AAEEIRFAN T R , WIARCET R
TeFE, B4 -

spec:
spec:
nodeSelector:
kubernetes.io/os: linux

A 2

1R YAML F5E X AIBHE TTEVE L AT B PRIR. EATBUER docker pull dh4HHTHIE.


http://localhost:4173/container_platform/zh/

B YAML 612K/ A - Alauda Container Platform
T X
oo
BAED IR

1. 1# \ Container Platform , S ffiZ Application > Applications,
2. A7 Create,

3. 1%&$* Create from YAML,

4. 5eRBCE e , mid Create,

5. AIEFEEREFRXT A Deployment,
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BT YAML B F - Alauda Container Platform
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Q Alauda Container Platform

Creating applications from Code

BRI AR(ER Source to Image(S2l) ALK, S21 B—1TBEIUIER , ATE

ENERRME A SRR, KA ELF BN T BMERE | FFRA
IR, MIFR OB ST,

Bk

Prerequisites

Procedure

Prerequisites

o 5EA% Alauda Container Platform Builds B)%&3%

Procedure

1. # A\ Container Platform , S$ffiZ Application > Applications,

2. =i Create,

3. 1%&$* Create from Code,

4. H VRS EERR |, E2 ) Managing applications created from Code

5. TSI\ fG , mi Create,

=N
DASS|

BEETIR


http://localhost:4173/container_platform/zh/

Creating applications from Code - Alauda Container Platform

6. AJ{f Detail Information A& & X VKSR EIF A .
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Jo
1l

Q Alauda Container Platform

1. BR4ER -

H=x

sourceSHA: d8dech364fe429c3f25f1e3195cc6816d6ef435a9h693262387ab419a4175286 weight: 70
HRAESTE

TR HERR

sourceSHA: d8dechb364fe429c3f25f1e3195¢cc6816d6ef435a9b693262387ab419a4175286 weight: 70
RS

R HERR

RALS

sourceSHA: d8decb364fe429c3f25f1e3195cc6816d6ef435a90693262387ab419a4175286 weight: 70
BRIEDIR

HUEHER

sourceSHA:
d8dech364fe429c3f25f1e3195¢cc6816d6ef435a9h6
93262387ab419a4175286 weight: 70

BT Operator Backed 41K FH


http://localhost:4173/container_platform/zh/

1Bid Operator Backed 4V - Alauda Container Platform

Operator backed [z A2 Operator 32— R RES . ETXL Operator backed K ff
MU ERE—NMAMN A, 3R Operator (AE Bah ik BTN FREAN A4 4 FEHA.,

BRAEDIR

1. Container Platform , ZEZAMIS At~ , SAZE Applications > Applications,
2. it Create,
3. 1%4% Create from Catalog /EA81E A=,

4. %3 — Operator-Backed 3f5] , HACLE BHE X RIFESE. %EF— Operator BRIV
S, FE CRIBBEFEEHEBEN KRR (CR) FL , A4F :

e spec.resources.limits (BaS&FIEIRRE]) .

e spec.resourceQuota (Operator & XHIECEBGR) . HAM4FET CR &%k

spec.replicas . spec.storage.className Zf,

5. 5 Create,

W T & SH1ZE Applications > Operator Backed Apps T,

l INFO
JEE : Kubernetes ®FAIESRETESLINE, BIEEEEKN , TRTREEE LN,

WA

MR TRV KW :

1. REEHIS N X :

kubectl get events --field-selector involvedObject.kind=<Your-Custom-Re

source> --sort-by=.metadata.creationTimestamp
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2. BIF APl '&IEA] FBME -

kubectl api-resources | grep <Your-Resource-Type>

3. IIIF CRD/Operator A& IF A BN A :

kubectl apply -f your-resource-manifest.yaml

N

- FFAERR)R

“Operator backed i F3 " i“Az F3"A] AR BARA A N FIFE Fr AT & HEOR U Fax IR

“EF X% Operator backed " N A"EE , BINSCAE T XL Operator backed [
R,

B TR A K SN E 0] AR BT R E A W TR H & BREE R,
“Kubernetes &IRAIZTIE HE FEHWNE" B 91E 7] DAE At 315 5 EF0”,
“IRIRERERI , TTRATRERE /L4 P TR AN AR |, BB TER.

3. BEFER

sourceSHA:
d8dech364fe429c3f25f1e3195¢cc6816d6ef435a9h6

93262387ab419a4175286 weight: 70

@i Operator Backed g3 N FAFEF

Operator backed [ FAFEFF 2 Operator 24— ARIFEE S, FEH T XL Operator backed ¥
R, ERTARIEREZE —NMAMN A |, FFFIF Operator (KIgE B b BRI A EEA 45 fE
HA.
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BRAEDIR

1. Container Platform , ZEZAMISAii=+F , SAZE Applications > Applications,
2. Bi{h Create,
3. 1%4% Create from Catalog /£ A81E A=,

4. %3 — Operator-Backed 3if5] , HACE BE X KIFESE., FEFE— Operator EIFHINV A
S, FFE CRIBBEFEEHEHBENERIE (CR) L , A4F :

e spec.resources.limits (BaS&FIEIRRE]) .

e spec.resourceQuota (Operator & XHIECEBGR) . HAM4FET CR &%k

spec.replicas . spec.storage.className %%,

5. 5 Create,

W T & ¥ Bkt 2 Applications > Operator Backed Apps T,

l INFO
FE : Kubernetes RIFAIEITFEEES AN, BIBERERN , QIETREEE LA,

HEHER

MR TIREIR KW :

1. " EIHZR AR X

kubectl get events --field-selector involvedObject.kind=<Your-Custom-Re

source> --sort-by=.metadata.creationTimestamp

2. BUE AP &IEAT BB -

kubectl api-resources | grep <Your-Resource-Type>
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3. I8 IF CRD/Operator A& IFfREIR A :

kubectl apply -f your-resource-manifest.yaml

AN

. PEREER -

o F—EXNA"“HEiT Operator Backed 4N "S5 7 BIEHEMH BT Operator Backed BN
RA—%, (REFATE,

o SE_ERIA “Operator backed [ F3;2 3 Operator 12 {3t —H RIFE &5 Z HIRIFH)
“Operator backed I F 2 Operator 2K —H TIRES — , RIFAA,

o E=ERRNAET XL Operator backed VA , BATPURIEERE—MBHER A , FHFIH
Operator B BEN ETERN RN a5 FRIH" 5 2 BIBIE A B T XL Operator backed
WA, AT ARRERE—MAMN A , 35 Operator KIBEN B EIRN REEAN L
BRI —3 , RIFAZE,

HARBERNB S AERENASHEMN , REFAE.

A LER -

sourceSHA:
d8dech364fe429c3f25f1e3195cc6816d6ef435a9b6
93262387ab419a4175286 weight: 70

@i Operator Backed §iERN FAfEF

Operator backed I FAFEFF 2 Operator I2EM—ARIFEES . FEHT XL Operator backed [z
RFERF , A RUMRIEERE —MAH A , 75 Operator KIgEh Bk EIE N RN d &
.

BRAELIR
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1. Container Platform , AN S e+ , SA1ZE Applications > Applications,
2. B Create,
3. 1%4% Create from Catalog /E 482 A =K.

4. %3 — Operator-Backed 3if5 , FECE BE X KRIESE., H&FE— Operator BRIV
S5, FE CRIBERFEEHEHEENRIF (CR) AT , B4F :

e spec.resources.limits (Z2FKANEIRRSE])) .

e spec.resourceQuota (Operator £ X FIECEUBUR) . HAFE T CR MIS¥n

spec.replicas . spec.storage.className %,

5. B35 Create,

W T &% Pkt 21 Applications > Operator Backed Apps T .

l INFO

A& : Kubernetes RIS FEFTEZFHAM, RIBEFERD , IETREFZ LN,

=R

MR BTIFLIE KW :

1. EIHER R X -

kubectl get events --field-selector involvedObject.kind=<Your-Custom-Re

source> --sort-by=.metadata.creationTimestamp

2. IVF API &0 Bt -

kubectl api-resources | grep <Your-Resource-Type>

3. iUk CRD/Operator & IFREIXAIE :
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kubectl apply -f your-resource-manifest.yaml
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Q Alauda Container Platform Q

Bid CLI TAAIENA

kubectl ;25 Kubernetes £ EHKFEEGLSITHRME (CLI) . BEFEA Kubernetes API
Server (& Fif —~ RESTful HTTP API , E R34 FEMJRFEEO. i Kubernetes ¢
YEXIEIT APl ig R FER , kubectl AR B CLI 6y MV APIESK | DUETRERER
JRFNNY AT EfaE (Deployments, StatefulSets ) .

% CLI TRBT R AR L (5% , 2k Chart %) SRIESN AEE |, FERANK
Kubernetes API X4, 4 B IFARIE ARV E FIANE) -

« Image : H#£/3## Deployment,

o Chart : Sl Helm Chart F3E XTI B XK.,

Bk

ARt

BRI

N
YAML

kubectl 154

2%
A 2

%% Alauda Container Platform Web Terminal 364 , 3£ /2 web-cli FF<.


http://localhost:4173/container_platform/zh/

B3t cLl TEAIER A - Alauda Container Platform

BRAEDIR

1. 7 Container Platform F , M54 N AKX g E R,
2. FEFEVIAT (13 %) .

3. £ B 1, shell 34T kubectl 54 :

kubectl get pods -n ${CURRENT_NAMESPACE}

4. BEREXRN LML

o]

YAML
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# webapp.yaml
apiVersion: app.k8s.io/vilbetal
kind: Application
metadata:
name: webapp
spec:
componentKinds:
- group: apps
kind: Deployment
- group: ""
kind: Service

descriptor: {}

# webapp-deployment.yaml
apiVersion: apps/vil
kind: Deployment
metadata:

name: webapp

labels:
app: webapp
env: prod
spec:

replicas: 3

selector:
matchLabels:
app: webapp
template:
metadata:
labels:
app: webapp
tier: frontend
spec:
containers:

- name: webapp
image: nginx:1.25-alpine
ports:
- containerPort: 80
resources:
requests:
cpu: "100m"
memory: "128Mi"
limits:
cpu: "250m"
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memory: "256Mi"

apiVersion: vi
kind: Service
metadata:

name: webapp-service

spec:
selector:
app: webapp
ports:

- protocol: TCP
port: 80
targetPort: 80

type: ClusterIP

kubectl 454

kubectl apply -f webapp.yaml -n {CURRENT_NAMESPACE}
kubectl apply -f webapp-deployment.yaml -n {CURRENT_NAMESPACE}
kubectl apply -f webapp-service.yaml -n {CURRENT_NAMESPACE}

]

o IS F5R : kubectl Overview ~
e 1BVES3# : kubectl Cheat Sheet ~

e widF M : kubectl Commands ~


https://kubernetes.io/docs/reference/kubectl/overview/
https://kubernetes.io/docs/reference/kubectl/overview/
https://kubernetes.io/docs/reference/kubectl/overview/
https://kubernetes.io/docs/reference/kubectl/cheatsheet/
https://kubernetes.io/docs/reference/kubectl/cheatsheet/
https://kubernetes.io/docs/reference/kubectl/cheatsheet/
https://kubernetes.io/docs/reference/generated/kubectl/kubectl-commands
https://kubernetes.io/docs/reference/generated/kubectl/kubectl-commands
https://kubernetes.io/docs/reference/generated/kubectl/kubectl-commands

Q Alauda Container Platform

BEN R aMBELE - Alauda Container Platform

BIENHENECE

ACE HPA

T fi#7KF Pod BahY YEss
BIIR SR
BIEEIKF Pod BT 4azs
TTEALN

A& VerticalPodAutoscaler (VP

T fi% VerticalPodAutoscalers
e &G

413 VerticalPodAutoscaler
RS

ACE CronH

T fi% Cron Hori:
HHR &A1

413 Cron Hori:
VA AL


http://localhost:4173/container_platform/zh/

B & HPA - Alauda Container Platform

0 Alauda Container Platform

BCE HPA

HPA (Horizontal Pod Autoscaler , 7k Pod By 4E25) RIETURMNREAITESr , BEILT

A% Pod & , N AREBN I RAMFRES

B=x

T 7K Pod B3Ny Yaes
HPA Z 1 T{E/ 2
SFFRITERR

HIHR &A1

B2k Pod BENY RS
£/ CLI
{# /8 Web 244
185 3 B E AERRIEHAT HPA

558 (R UERR) HPA

B xE XF5HR HPA

fih & A E X
B E MFEAR HPA e

autoscaling/v2beta2 HE HT

TTEALN

T 2K Pod BahY 4ER

%, FRERRENERMATIERN AR,


http://localhost:4173/container_platform/zh/

BRI LRI —AIKF Pod BahY 4ae% | 1EEFEEITHR/ MR A Pod $8 , UK Pod Rk
2If) CPU FRZRAFHAERE IR,

BIZIKF Pod BzhY 4adsfa , SFEFHIAEM Pod £ CPU F/ERINTFRIRTEIR. HIXLEHEARA]
FES , 7KF Pod B3 4aas 21TH HRTTEARF AR SHIETEARA FRLLE | FHRIHTY 48
. BWNY EEREEE RFEHIT , (BIa480] BT REF R —2IM 6,

T REHEHIES (replication controllers) , I 48R EIEXT N R BHEHIZSOEIA L. S THZE
ACE (deployment configurations) , ¥ A EHEXNNEERENAIAR. EIEE , B3y %Y
ERAT4T Complete (i B IIEFTHIE

FA<BIERRREN , MEAERREE E3E) HAERBRRNEIY 4. LTX
FEEREH Pod 129 BRHLA 0 CPU AR | e RIS 2. IRA 2HMIEIRN Pod £ &
IfAEA 0% CPU R |, 4aR B8 100% CPU fFRZR, XBBNT HPA RRINETEE., E(E
FNThRE , D/RBCE MR E UFIWTHT Pod B ECHERIFER.

HPA 2 2047 L {Fr ?

K Pod B3 4Eds (HPA) ¥ /&RT Pod B MRS, HPA VR EAIZANEIE —H 3K
PR R, % CPUBNFRRIRERER , HPA 2B 3EEE /D Pod &,

HPA {ER—/MESUEINETT , BUARISEHIK 15 #b. 7EHCHANE] | 156125 5TE RARIE HPA B
BEW CPU, NEFEFMRAXSFE, TH2EIER1810 ®RIFEFER AP ZEVE /N HPA B AR
Pod HISIEFIAZRTERR , 20 CPU SNTE.

WRWE T HAREMR , ZTHFSREFARITE NS Pod FREBZ N RIFEKRMBE L. 4
JEEBIETETE BAR Pod (FFAR | FER—LH) , BT RELERA,

SCIFHOTERR
KT Pod EB g I T 4647 -

=18 DS
CPU FJF=R fEFAK CPU #2%. ATATITE Pod 355K CPU KB S)LE.

NTFFIAZR FRANRNEFE. TRTIHE Pod ERNFH B EL.



TEbR

[ YNy —s

bl

e ehrayn

bl

FAHEZEUR

FHRENRE

BERUR : NTETARFENENY 4 , NFEEROASRIABRPL AR, —AR

o BIAYUEME , &4 Pod KN (T1E&%) (ERNEATEE,

B & HPA - Alauda Container Platform

19

P Pod KMLEIRE , B{y A KiB/s,

M Pod &HHIMLEIRE , B8R KiB/s,

NEFESEROEIRE | 840N KiBls,

BENFEREBIEE , B4 KiB/s,

o BIABURES , T4 Pod BINTEE AN Z(K L Ft,

o BERFARENBRRNGFTA  BREAHEILEKREBERETRENEY 4.

A 2

EHRLITAMEEEUNEIIFEE T, EUUREFEE LA @ > FaERE , &

B IR E R RS

B IKF Pod Bzhy 4ags

&/ CLI

e PUB I 1T R EARKT Pod B3 azs , ATEREN— YAML U4FHEA
AR /RBIER T Xt Deployment S¥g B3 45, ¥IAHEEE 34
Pod , HPA St & ¥ &/ NaIABEEFE 5. 4 Pod (8 CPU {#FZAZI 75% K, Pod &3 NE|

kubectl create @<,

7:

1. Q3 —14%A hpa.yaml B YAML XX, RBF :
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apiVersion: autoscaling/vze
kind: HorizontalPodAutoscalere
metadata:
name: hpa—demoe
namespace: default
spec:
maxReplicas: 79
minReplicas: 36
scaleTargetRef:
apiversion: apps/vl@
kind: Deploymente
name: deployment-demoe
targetCPUUtilizationPercentage: 759

1. {3 autoscaling/v2 API,

2. HPA RIREN &R,

3. EY YRR AR,

4. RREIAE,

5. fx/NEIASH.

6. TEE Y AEXT R APl RZA,

7. f5EXTH KA. St5 502 Deployment, ReplicaSet 8% StatefulSet,
8. HPA fERIB AR TR

9. i &Y 4 B Ax CPU FIRZBE 4L,

2. VF YAML 44132 HPA :

kubectl create -f hpa.yaml

B

horizontalpodautoscaler.autoscaling/hpa-demo created

3. 2 HPA J5 , AJUBETE LT e S BB BREMFRE
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kubectl get deployment deployment-demo

TR
NAME READY UP-TO-DATE AVAILABLE
deployment-demo 5/5 5 5

4. HATPIEE HPA BIRE -

kubectl get hpa hpa-demo

NG LT

NAME REFERENCE TARGETS
REPLICAS AGE

hpa-demo Deployment/deployment-demo 0%/75%
3 2m

£/ Web =5

1. 3t \ Container Platform,

2. AN St s Workloads > Deployments,
3. Rl MIEEFK.

4. 1) FIRENE FtEfRdg XiE, , REAmIK R

5. We% JKFoE FFeRIGECE.

AGE
3m

MINPODS

MAXPODS



e DS

HWEMTNGE , FEHEN R EMFE ML FEX MR/ Pod E , DK

BN S EN T & EEEHSFFRRA Pod 38, RAZH/) Pod &
AEREEEY , BNCE IS EHEmE  FECRTRETH
LRRRUR LK.

Pod 1=

FIl Xt b 5 AN BURATENR R L B AREE , BT BSaESHRIE.

BN , ®E CPU FIFZR = 60% , —B CPU FIFIR{RE 60% , F& BRI
fih R SRR LHTERE IR RSO RIE LB A% Pod $E.

EE  FEMREEVEAENETEARN B E UTEAR. BRE IR UERTRAEN A

REERE |, BB SARINEE XFERR.

HXEREY MERRTRILSE , TUBEIEEY BEKIEELK , BS

VHBELK BN FEAK.
(Alpha) WRPKIIFEENIREETN , IA 300 & , RNPUTHESIRIERTH 15
300 .
6. iy EH.

i FH B € XFa#rit T HPA

B € XFEhr HPAY BT [RB M) HorizontalPodAutoscaler , X 3F% CPU MINEF RSN E L
FEHR.

K

¢ kube-controller-manager : horizontal-pod-autoscaler-use-rest-clients=true
o Tk metrics-server
e Prometheus

e custom-metrics-api

Z50 (A LF8hR) HPA

2458 HPA 328 CPU FIRKFMANFEAr3NSA%E Pod SKBI%K , 7RBIZNTF
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apiVersion: autoscaling/v2
kind: HorizontalPodAutoscaler
metadata:
name: nginx-app-nginx
namespace: test-namespace
spec:
maxReplicas: 1
minReplicas: 1
scaleTargetRef:
apiVersion: apps/vil
kind: Deployment
name: nginx-app-nginx

targetCPUUtilizationPercentage: 50

Z YAML ® |, scaleTargetRef FEEV U IL{ERE TS ,
targetCPUUtilizationPercentage FE3E CPU FIFEZXRfhATEFR.

B E XFEhx HPA

{F B E XFEPRELE prometheus-operator 1 custom-metrics-api, &35 , custom-
metrics-api 12t K2 E E LFEREIR
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{
"kind": "APIResourcelList",
"apiVersion": "v1",
"groupVersion": "custom.metrics.k8s.io/vlbetal",
"resources": [
{
"name": '"namespaces/go_memstats_heap_sys_bytes",
"singularName": "",
"namespaced": false,
"kind": "MetricValuelList",
"verbs": ["get"]
3
{
"name": "jobs.batch/go_memstats_last_gc_time_seconds",
"singularName": "",
"namespaced": true,
"kind": "MetricValuelList",
"verbs": ["get"]
i
{
"name": "pods/go_memstats_frees",
"singularName": "",
"namespaced": true,
"kind": "MetricValuelList",
"verbs": ["get"]
¥
]
¥

XL BREIA 4 MetricValueList fF 3R, &ERTAUETE Prometheus BIZE LIS BIRE B AHPF 7%
IR, BXEXFEPRE HPA YAML A& 51%48 HPA R[A] :
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apiVersion: autoscaling/v2betal
kind: HorizontalPodAutoscaler
metadata:
name: demo
spec:
scaleTargetRef:
apiVersion: extensions/vilbetal
kind: Deployment
name: demo
minReplicas: 2
maxReplicas: 10
metrics:
- type: Pods
pods:
metricName: metric-demo

targetAveragevalue: 10

R, scaleTargetRef FIEEL{ETAE.

A SR AT E X

o metrics AFARE , IHFLIEMR

e metric type HJA : Object (kX k8s &) . Pods (#AEA Pod HKIFEHR) .
Resources (N'E k8s f&#r : CPU. N7E) . External (JB& AEEEEINIFESR)

o AHBEXFEMIER Prometheus 1244t , FiBiT4)3E Prometheus F VIR IEFTISTEFR

EPRAIEZLEMANT

"describedObject": { # #AX% (Pod)
"kind": "Pod",

"namespace": "monitoring",
"name": '"'nginx-788f78d959-fd6n9",
"apiversion": "/v1"

3

"metricName": "metric-demo",

"timestamp": "2020-02-5T04:26:012",

"value": "50"
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ZFERREIER Prometheus Y& FFEH.

B E MIEhr HPA FSM

B XFE4K HPA YAML SKFR3RB IRB#2/OFEPR (CPU) |, BIEANE :

apiVersion: autoscaling/v2betal
kind: HorizontalPodAutoscaler
metadata:
name: nginx
spec:
scaleTargetRef:
apiVersion: extensions/vilbetal
kind: Deployment
name: nginx
minReplicas: 2
maxReplicas: 10
metrics:
- type: Resource
resource:
name: cpu
targetAverageUtilization: 80
- type: Resource
resource:
name: memory
targetAveragevalue: 200Mi

e targetAveragevValue =& Pod K¥FEH¥E

e targetAverageUtilization EETHIZEITERFIEX

BixsEN

replicas = ceil(sum(CurrentPodsCPUUtilization) / Target)

autoscaling/v2beta2 ({5 #

autoscaling/v2beta2 FFNIFEFFZR :
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apiVersion: autoscaling/v2beta2
kind: HorizontalPodAutoscaler
metadata:
name: nginx
namespace: default
spec:
minReplicas: 1
maxReplicas: 3
metrics:
- resource:
name: cpu
target:
averageUtilization: 70
type: Utilization
type: Resource
- resource:
name: memory

target:
averageUtilization:

type: Utilization
type: Resource
scaleTargetRef:
apiVersion: apps/vi
kind: Deployment

name: nginx

A{k, . targetAverageUtilization F targetAveragevValue A target , F&hE&

xxxvalue #1 type

xxxValue : AverageValue (F4{E) . AverageUtilization (FIFIFAZE) . Value (EIE

18)
e type : Utilization (FJFZ) . AverageValue (Fi4{H)

\

=z
TE

~ts

o XF CPU FIAR M NEFFAR 158 , ABKIMERE B RBIE +10% STEISMNG A ik B
o UARTTRERIMIEAEIZITANLS | EBIRIRIE.



VTE L

LAV FHEFREUES | SFESARELL T AN B st E LAV S E/MB 48 Pod BEFFEHITAE.
R FFEAMFERIES) , BESABEKENR/)N Pod MEHRK Pod HE.

o B3R EAR Pod $E : ceil[(FTH Pod XFrEFMEZ N / $545E1H)]. BIFTE Pod HLRrTE
WEZ FIRIATESREAE e _LEURE, 62N : %F7F 3 4 Pod , CPU FIFAZES 710 80%.
80%. 90% , X EMK CPU FIFARREH 60%, RIFAI , Pod MEBIIEEN !
ceil[(80%+80%+90%) / 60%)] = ceil 4.1 =5 4> Pod,

RSECL
TR

o FHTHELHENR Pod MERTREMNRK Pod & (Fi20 4) , FERY BRI 44
Pod., MREEZRKA Pod B FIEAMIFEIRS , FTRERRRMAHAY 487705 , a8y
& %5[8) Pod BCaREliNINAE A 5EIR.

o HTHELMENR Pod E (AN7RFIFH 5) INTRIEY BEKIAREFM Pod #E (40
10) , FAY BE|5 4 Pod,

o ZRIEEDR Pod HE : MERMITRLERTHRKE.
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Q Alauda Container Platform Q

A& VerticalPodAutoscaler (VPA)

Xt FIOREMAERAERA |, VerticalPodAutoscaler (VPA) SARYEEHINL K- 75K B st F 3 7] 1k
R FIE A1E/) CPU FNERIEIRS , #{R Pod #iH ZBHEIR , RIEHEFERRIERNA

Bk

T fi% VerticalPodAutoscalers
VPA Z a1 TR ?
RPN RE

A&

24 Vertical Pod Autoscaler {4

47 VerticalPodAutoscaler
£/ CLI
{EFH Web 1544
=% VPABLE

SR SR B 1T
B2 IRBEIEIR

JRBARE

T fi# VerticalPodAutoscalers


http://localhost:4173/container_platform/zh/

ERE VerticalPodAutoscaler (VPA) - Alauda Container Platform

#ra] Bz —/ VerticalPodAutoscaler , 183E Pod i7 58 {E FtE R kB EHH CPU 1
NERIFERSRE.

A% VerticalPodAutoscaler J5 , SF&FFi4%4% Pod B CPU N EIEE RGN, YUMIER®
B , VerticalPodAutoscaler £ Z- TSR EIKI(E FEITEHFERTIRE. RIBICEREHRME
R , VPA R BN X EeH#ErE | SR EFEEFIIN A,

VPA BT 734 Pod B IR(ERMEHET AR BZN , FEIHR Pod B FTHFRIR , &
RFRTEECE , AMSRIERRIRNESBAIA.

VPA 2 204 L{Fr ?

VerticalPodAutoscaler (VPA) ¥ & T Pod SRS, VPA 1535 Pod IR IRIEREN
FETIERENRIE AERIR 3t CPU MNRE KRS,

VPA BT FHIS 1R Pod FRIRMERNTER , & FEIRRIRERM B EHT. VPARIZ{TT
PUFRR -

« Off : VPA{R{tHZF , NE3INA.
e Manual Adjustment : &E0] DItR1E VPA #EEF oA RIRACE.

BRS¢ SEAE R LSS Pod K FEREE s, HRIFFTTER , s UEBER R T

EYEFRIRAEN , JRESE Pod 4T Pending K., HIL , iBRHRER RIRTC B 2BCHT
i, RERESFELIIE HAEE .

SIFHIMIRE

VerticalPodAutoscaler 1R3&51 50 RIS R IEHERE , FEEML14 Pod i) CPU FINTFEC
=

BERN  FoINA VPAHER itk Pod B |, \JeESRNAEE W, BIIEETK
R4 & LR N R HER

AR 51
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o EMHRMUATEMEHFLRTAMRZITIER. KR ETTFE4E LA O > FERRKES &
E A MR EFE RIS,
o £ PVURTEE Alauda Container Platform Vertical Pod Autoscaler £ &4

24 Vertical Pod Autoscaler 3
{#F8 VPA Z &1 , F5E%&E Vertical Pod Autoscaler S B :

1&g FE N BT 5 TWm.
2. mir Marketplace > &8¢ |, FH N\ SRHEH FIFRTM.

3. #%ZI Alauda Container Platform Vertical Pod Autoscaler 283 , AT |, FATER
[iE18

41z VerticalPodAutoscaler

&/ CLI

o DB ST REEN YAML XXHEF{ER kubectl create #3dfliE
VerticalPodAutoscaler, AT RBIERT £t %+ Deployment X% KFEH Pod Ba{#4ERLE :

1. B3E&/ vpa.yaml M) YAML X, RBTF :



ERE VerticalPodAutoscaler (VPA) - Alauda Container Platform

apiVersion: autoscaling.kSs.io/vla
kind: VerticalPodAutoscalerg
metadata:
name: my—deployment—vpae
namespace: default
spec:
targetRef:
apiVersion: apps/vle
kind: Deploymente
name: my-deployment@
updatePolicy:
updateMode: 'Off' o
resourcePolicy: @
containerPolicies:
- containerName: '*' ()
mode: 'Auto’ ¢B§

1. {¥ F§ autoscaling.k8s.io/v1 API,

2. VPA I FR,

3. HEE B LETREN %, VPARY TEREMIEFESEIRF A RIRMK Pod, 3THFH
T EtaE R msE DaemonSet, Deployment, ReplicaSet, StatefulSet,
ReplicationController, Job # CronJob,

4. FEXEMUEXTRI API RAS,

5. FEEXTHR AT,

6. VPA I ) B AR &R,

7. B X VPA SI{AT N FIH#EF RO RT A% . updateMode B :

Auto : g3 Pod BfEZNMEBE RIFEK , FEHYET Pod ZHEFRIEEK. BaTERT
“Recreate”, HABITRES BN AN, RRZIFHMENET , Auto IR A
),

Recreate : 3£ Pod B EaIIXE RIFEK , FIKEY4FT Pod LEHEHEFTITEK.,
ENEShy S

Initial : {X7ERIEE Pod FHEE RIREKR , Z G EH®.

Off : NEINBM Pod RIFESK , {N1E VPA XT &I HHT.

8. WiRKRME , I AARIRRRERERME, 20 , BRFRABA AU RIRNABSTHE
T, Off RRAMITHEIES .



ERE VerticalPodAutoscaler (VPA) - Alauda Container Platform
9. VAT Pod iR HRME.
10. R EERA Auto B Off, Auto RINAARIFERMIMESRF |, Off RIRAA R

2. FH YAML 4413 VPA :

kubectl create -f vpa.yaml

NG LT

verticalpodautoscaler.autoscaling.k8s.io/my-deployment-vpa created

3. 812 VPA J , AIBE AT en & BRS¢

kubectl describe vpa my-deployment-vpa

Bl (5B5)

Status:
Recommendation:
Container Recommendations:
Container Name: my-container

Lower Bound:

Cpu: 100m

Memory: 262144k
Target:

Cpu: 200m

Memory: 524288k
Upper Bound:

Cpu: 300m

Memory: 786432k

1#FH Web 1544

1. 13 )\ Container Platform,

2. EAMS I mf TEfR#E > Deployments,
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3. mifi Deployment £ #F,
4. [0 MIRThE s edE X, , s AWK EHT.

5. Wt FH (R4E FFRCE MUEALN,

28 UiEA

B RIS Fahds R, BN L RIRMEME R AHER RIRACE , &I
IRIEHFETFNAE, ARSI Pod ERMER , HEFEENE , BEfinz
G TR A,
R B% Pod zfT#IE 8 XJF , #HFESE M.
AR AERTIRARN , 4R RESE Pod 4T Pending K. EMIRER IR
RRBEMEE , SECEEE s MEEI.

B#5 BANATAERBRE B B DRERRERA—IRE DB 55 R RIRR S

6. it EH.

5% VPA il &

B ATIRI

 updateMode: "Off" - VPA{UIRMHES , FEINH. EARIEFEF N AHS.

updateMode: "Auto" - fUi# Pod B EINXERIFEK , FEHUFT Pod ZHFEE. BT
4% [E)TF“Recreate”,

updateMode: "Recreate" -4 Pod FNEZNEERIFEK , FIKEYH] Pod NEFEH

—_

18,
updateMode: "Initial" -{XfEfliE Pod FhXEBERIFIEK , ZF N NMER.

minReplicas: <number> - Fx/|NEIAEN, #{R7E Updater 3XZE Pod B , Z/MRIFIEEH
Pod AT, WJIKT 0.

AR RIGIEIR

o containerName: "*" - VfF Pod FHERZ
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e mode: "Auto" - BEVARISERIET.
e mode: "OFf" - NABIREMHESR.
EE

o VPAHEGETHHERAEIRE , Pod BITHX G4 SHER.
o 7£ Auto XNV VPA HiF SR Pod B , FIRES BV B4 E I,

JRsIRAE

ACE VPA J5 , AI7E (s DOSER BARS AR CPU MNTF RIFIREIHERE, £ B X
W, EERRE SR , A FIRRS AWNERR , iRIEHEFEE R IRRS).
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Q Alauda Container Platform Q

BZEH CronHPA

ST AA FHIM S S TOR S A , CronHPA (Cron Horizontal Pod Autoscaler) %
TR ERNIERIEE Pod 88 |, EEBEBRIE ] FUNA M SAEX IS RIRER.

B=x

7 fi% Cron Horizontal Pod Autoscalers
CronHPA 0T Tk ?

B &M

B3 Cron Horizontal Pod Autoscaler
/3 CLI
¥/ Web =&

VA BRI B

T fi# Cron Horizontal Pod Autoscalers

#ERTABIEE—A™ cron horizontal pod autoscaler , 1RIEET(A)FFE E /45 B BIZ1THI Pod %
2, NMARTTNRIR SRS |, SAEIESIER B D RIRE .

A% cron horizontal pod autoscaler f5 , SF& &4 %ImFER |, HAETEEn 8B 3hA% Pod
WE., WETRBRY BT RIEFMAZRER , EEEEAFEMERERXMNA.

CronHPA IBI3 & X — M EE MARAMNISRTE , S NMUFEE—IE (/£ crontab #83X)
MBEARAT R, HXZPFENER , CronHPA 2% Pod #iEREATEEMB IR , MMAR
EENEAv RS Al R


http://localhost:4173/container_platform/zh/

ECLE CronHPA - Alauda Container Platform

CronHPA Z{Af T {E ?

cron horizontal pod autoscaler (CronHPA) ¥ &7 ZETBFEx%K Pod Bahd ERHLS.
CronHPA RVFHE 4FERTE miF% Pod $E , N ARTTUNKIRERBHES , EFES
e By B a2 D B RAE

CronHPA B3 #4546 4 BT (B]- 5 8 XAVA A TSI ML, HREPFRER AR |, f=Hlss%
Pod &R NZOAEANFEE KB IRAT R, MRZ MAEANER AR , FERERML
FRESHAN (BIECE S E RFIAN) .

AR 561

EHRNEAGEHBAYERTEZTIES. KAt TFas A
(@ > Platform Health Status , 163 Y1548 IR E AR IR .

417& Cron Horizontal Pod Autoscaler

£/ CLI

AT PURIE E X YAML X3 FE A kubectl create #34d3E41%E cron horizontal pod
autoscaler, PATF/R~BIB/RT &% Deployment X3t & RENT ES :

1. A3 4k cronhpa.yaml B YAML XX , RBAF :
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apiVersion: tkestack.io/vle
kind: CronHPAg
metadata:
name: my—deployment—cronhpae
namespace: default
spec:
scaleTargetRef:
apiVersion: apps/vle
kind: Deploymente
name: my-deployment@
crons:
- schedule: '0 0@ * * *'0
targetReplicas: Oe
- schedule: '0 8 * * 1-5' @)
targetReplicas: 3¢
- schedule: 'e 18 * * 1-5' &)
targetReplicas: 1¢B

1. {# H tkestack.io/v1 API,

2. CronHPA FFHI& K.

3. FEY YA Deployment Z#R.

A EEBEY YRB IR APl hRAS,

5. F5EXTR IR | & MIRE Deployment, ReplicaSet 8 StatefulSet,
6. CronHPA fE R B AR RIR.

7. {EFARAE crontab A& (250 /N B B EH) MERRARE.,

8. AR KB AR AT %L,

ZRBIECE T Deployment :

o« GRFHE (00:00 ) HERZE 0 PN H
o« Tt#iH (BA—ZERAA) LF 80 BRE3IIMNTR
« TR (A—Z/FA) THF 6:00 f58E 1 MR

2. VA YAML {441 CronHPA :

kubectl create -f cronhpa.yaml



RZE CronHPA - Alauda Container Platform
¥/ Web 245

1. 3t \ Container Platform,

2. e S AnF A Workloads > Deployments,

3. B iy Deployment Name.,

4. [a] N iR zhE) Elastic Scaling &4y , Rz AlIEK Update,

5. 1%#% Scheduled Scaling , ECEY “BAFN), 4Z5FU5 Custom B, PJTHRAAETA
minute hour day month week [ Crontab FiXIEAfMA S, M BIES 2 Writing
Crontab Expressions,

6. mif Update,

1A AL A

* Scaling Rules:

Type * Trigger Condition * Target Replicas
o_| Time v Sunday X v 01:00 ® 1 ©
e—| Customize v 02**2 2 S
e_| Customize v 02**2 3 ©
@ Add

1. RMERE—RRE 01:00 FFis |, {FE 1 4 Pod,
2. RMERETIRE 02:00 FFig , (MFEE 2 4 Pod,
3. XRRNERE IR 02:00 Fi4 , {URE 3 4> Pod,

BEERHA :

o BZAMNLRREARRN (RBI2H 3) |, FAMRIBMARESHANDITESIT B
(7~ 2)

o CronHPA AT HPAIE1T. MIRE—LERERNEE T A , JRESTERER |, HEE
WY Ya S R
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o EE{E crontab #2, ( minute hour day month week ) , FLM5 Kubernetes CronJobs
HE.
o WAIETEHNNXIXE.
o XTXA] MMESRESK TR , BHRENT BN SESIEEINEREE.



0 Alauda Container Platform

1G4t

R EA
FRAENB

SNV

&4 Helm Chart
S YAML FIJ7ih
S YAML 2B (Alpha)

RFERE

R RIGE

YAML SZ#F7RA

BT Web =G ECERRRES A
RET R EHEE

J&4E - Alauda Container Platform

FRENRKEESELE

EEhi
SN

AR R TS
EEEW

AR A

REHHTH

S AR
SNBIR
BRI

RN FARGh

BIZRRASTRIR
[BIZREI 7 5L AR A


http://localhost:4173/container_platform/zh/

RSB - Alauda Container Platform

Q Alauda Container Platform

KA

B=x

[RENF

[RAN
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path: /healthz
port: 8080
initialDelaySeconds: 15
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readinessProbe:
exec:
command:
- cat
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initialDelaySeconds: 5
periodSeconds: 5
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startupProbe:
tcpSocket:
port: 3306
initialDelaySeconds: 5
periodSeconds: 10
failureThreshold: 30
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spec:
template:
spec:
containers:
- name: nginx
image: nginx:1.14.2
ports:

- containerPort: 80
startupProbe:
httpGet:
path: /startup-check

port: 8080

initialDelaySeconds: 0

periodSeconds: 5
failureThreshold: 60

livenessProbe:
httpGet:
path: /healthz
port: 8080

initialDelaySeconds: 5

periodSeconds: 10
timeoutSeconds: 5
failureThreshold: 3

readinessProbe:

httpGet:

path: /ready

port: 8080
initialDelaySeconds: 5
periodSeconds: 10
timeoutSeconds: 5
failureThreshold: 3

BT Web i=H| aicERRRESH

% H

W
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Prerequisites
Namespace-Level Monitoring Dashboards
Procedure
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Workload-Level Monitoring
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Namespace-Level Monitoring Dashboards
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Full Screen mEEERT  ERSNEIEREETENE
WARNING
o BHTAMIE  BELBRIT 2000 FHNAMEKS .. &
o WEBTERS TUIE M R ETLINREILEL.
s REWBMITTRNAERS ... i, TEESHEIETERETEANS
o AN  YEEPLIAKIRC (...) 3ANSI BEEER , BeEENERNEAEEERE

i, BIAL{E A Export 2k Raw ZhEEHRE TR HE.

o {REBREE | KT HEESE Kubernetes BERHELE. e HEMTEER Observe T Logs.


http://localhost:4173/container_platform/zh/observability/log/functions/log.html
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Q Alauda Container Platform

SUNE ST

Kubernetes FRRSZ UWAREREEHIERNFMHEE , SR T IACEARE. LN
H. THEREBSHARERFEN , KNFEHLITETHERARRA,

B=x

BAEDIR
FEHCT R

BRAELIR

RFELRIERINTIBIL Deployment REER R T EH,
1. £ Container Platform 7 , 535 Workloads > Deployments,

2. \FF&RF S HHEA Deployment Z#K.

3. Y)#Z1] Events & WEFFMICR,

dlinl

Seaferalilil

RIRFHOR « AERHRRER T , SIHiEENECENAELENENS. REFEFRAE
BRBEBMHE. SR FRER:

o TRZEHY . Kubernetes RIFZEA! | BEMREE RN :


http://localhost:4173/container_platform/zh/
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P =Pod

RS = ReplicaSet

D = Deployment

SvVC = Service

o WIRBFR : BWFRIRBFR.
o FHRA : Kubernetes {REHIEE (45140 FailedScheduling) .
o EMHLF  BHTEN,

e Normal :{582Z

e Warning : EABIKIE

o BfIE) : RIARANE , REKRE.

l INFO

Kubernetes A FETE SIIBIT Event TTL 1ZHzs BCE SR B AR , ZUARBEERA 1 /N6, THISE
Ham ARG EEE, MBEFTEHTICE , AR All Events,


http://localhost:4173/container_platform/zh/observability/event/event.html
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WTEZAM

Deployments

I§fi# Deployments
4% Deployments
‘&18 Deployments

£/ CLI SHTHEHIE

TTHE A4 - Alauda Container Platform

DaemonSets

BT RS

CronJobs

IH## CronJobs
417 CronJobs
SRPAT

& CronJobs

StatefulSet:

IHfZ StatefulSe
B3 StatefulSe

=18 StatefulSe

(B2
TRMES

YAML SCHRA)
ST


http://localhost:4173/container_platform/zh/
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Q Alauda Container Platform

Deployments

B=x

182 Deployments
4132 Deployments
1§/ CLI 43 Deployment
HHR &A1
YAML 3ZH7R%1
181 YAML g% Deployment
# /3 Web %% & 2% Deployment
B S
BELTR - ERAKER
BAELDIR - B Pod
BIELTR - ERS
ZEER
RRKRE
%18 Deployments
{3 CLI %1% Deployment
&% Deployment
5 ¥ Deployment
¥ 45 Deployment
[E)i& Deployment
ff% Deployment
£ /A Web 1= & %E1# Deployment

# % Deployment


http://localhost:4173/container_platform/zh/
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5351 Deployment
#if% Deployment
£/ CLI #HTHEHE
& Deployment YK
& ReplicaSet K
KZE Pod K&
EER®E
Bt Pod 3T
KERRKELE
1 & FIRIR B

IH%2 Deployments
22287 Kubernetes X4 : Deployments ~

Deployment 2 Kubernetes Sk TEERIR , AT FERIEIRMNE RN AFEFN
Pod GIA. Efe#tT —FHEXERIENATRE XN ARRFHIEITA , BfFE4HFZ DalA
LB AN e et TIR S B H.

Deployment 2 Kubernetes API &% Pods #1 ReplicaSets (%%, YR4IE—
Deployment B , Kubernetes £B8zh41—/ ReplicaSet , iP5 E N EMH Pod g4,

{1/ Deployments , AT
. PEIRCEIE | B U AIRFMORIR | Kubemetes £ EHHRABIOSIRRS SHBRA
nic

o MRAIEHISEIR : IRER Deployment & METTARA , Il a)ElEA2 ML AR R 2 BTFIAEE hR
=,

o TEHEHN : FRRIEHNEREELENN AR , THEFWRSE.
o BIKMBEE : Deployment £ EahE AR, A ILTMNT RFBIRMH Pod 3261 , F{RIGABISTE
=R Pod AT A,

T1ERIE -


https://kubernetes.io/docs/concepts/workloads/controllers/deployment/
https://kubernetes.io/docs/concepts/workloads/controllers/deployment/
https://kubernetes.io/docs/concepts/workloads/controllers/deployment/
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1. i&3d Deployment & X BFREFRIIERE (Bl2ERMMES BT 081A)
2. Deployment & — ReplicaSet , #f{RT5E =M Pod IEFEI1E1T.

3. ReplicaSet &I EIHKFRA Pod k4.,

4. HEH Deployment (a0 E X455 hR4AS) B , Deployment &8I —/N#H0 ReplicaSet ,
IETUE X R E R Z S EHIBH Pod , ERIFTEH Pod 1z17/5 , BIFRIAH
ReplicaSet,

2% Deployments

{8 CLI 47 Deployment

HIIR 51

o MHIRCOECEFIEERIERA kubectl .

YAML 3 47R45)
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# example-deployment.yaml
apiVersion: apps/vil

kind: Deployment
metadata:

name: nginx-deployment # Deployment Z4¥5

labels:
app: nginx # FTIRRIAINGEEAAREE
spec:
replicas: 3 # HIZEW Pod AIAYK
selector:
matchLabels:
app: nginx # ULECH, Deployment EIRH Pods MRS
template:
metadata:
labels:
app: nginx # Pod HIFREE, WIRULAC selector.matchLabels
spec:
containers:

- name: nginx
image: nginx:1.14.2 # 745G
ports:
- containerPort: 80 # Z¢ifiiil]
resources: # IR SIFNEK
requests:
cpu: 100m
memory: 128Mi
limits:
cpu: 200m
memory: 256Mi

183d YAML €17 Deployment

# F—# . @Bid yaml 43 Deployment
kubectl apply -f example-deployment.yaml

# B _H . F Deployment KT
kubectl get deployment nginx-deployment # &% Deployment
kubectl get pod -1 app=nginx # &F&% Deployment AIEH Pods
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£ Web 1=%| & 413 Deployment

BIIR 51

REGE G, FHRRTUEFEEE e TASERNGGEE , WA AER="F4&
RSB EE.

o MTHE , BERABERRRGEENRAENHE , KA ERETRGESG. MRIEAE
BB GReE  BIXAEE R,

s MREBB=ZFATFENGZRECE K MRYAITERDEFNIOZER.
BAELIR - (CEEARNER
1. 1£ Container Platform , Z{l| S fi#~1# \ Workloads > Deployments,

2. mif Create Deployment,

3. ETIW NG , B Confirm,

I INFO

JEE  {FH Web 1258 £ RSB CEFREEGE , TJRUBIT Already Integrated I IE4651% . AL
B &% , FlansE{& (docker-registry-projectname) , HAAE% Web 355 & HINE 4
projectname 4516 FEFHIME £ containers,

4. 7£ Basic Info ¥4y , BCE Deployment T{ESEHIFEH S -

S A

R X Deployment FHIZEH] Pod BIAKL (BUA : 1) . RIBLAEREK

Replicas
More > Update BLE rollingUpdate RB& , SRIIFEHEE -
Strategy B AIEEL ( maxSurge ) :

o EFE AR T HIERI AR A Pod ¥,
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2% VAR
o HFLESTE (A0 2 ) ESNLL (20 20% ) .
o BNLLITE A : ceil(current_replicas x percentage) .
o 7~ : 10 AR , 41 - 5,
B AANA] %L ( maxUnavailable ) :
o BB A NN AR Pod %4,
o BNLEARTEE 100% .
e BNELITE AR : floor(current_replicas x percentage) .
o 5l : 10 BIAET , 4.9 - 4,
EEEW
1. BOAE : ZRBERIZE , maxSurge=1 , maxUnavailable=1 .
2. IFFETIRE/M Pod (21 Pending / CrashLoopBackOoff ) fHAANA]

M.
3. [EIREAER -

e maxSurge # maxUnavailable ANBERESA o0 3K 0% .

o HEMBEBANLLINTEA o |, Kubernetes £3&HIRE
maxUnavailable=1 PAMRUEEFHE,

NI
X¥F 10 BlI4<H) Deployment :

e maxSurge=2 - BEHHIEE Pod A 10 + 2 = 12
e maxUnavailable=3 - f#x/]NaJfH Pod %A 10 - 3 =7 .

o WREAF RSN E IR REF ] B,

BAELIR - L& Pod

TR  HIRGEMEHTEZ RMGHE , MRA Pod AEECE T IEAHK Node Affinity 7
.

1. 72 Pod 8%y , BCE RSz 1TH SR Ao R -
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e VA

HFA SRR, XFNELEEIE Pvc . configMap . Secret |

Volumes

emptyDir . hostPath %, B/KKINES N HFHETER.
oull Secret NENB=EGCENRSGG (BEFImAGEZ URL) NEE,
ull Secre

AEE BT ARRP SR S ERBUEZREIAILE Secret,

Pod B LS /R AVFRTHESRPAIESE] (BOA - 30s ) .
- FEBEHAIA) | Pod & 5E IEFERLIRAVE SR IR IR R,
-RER o RBFNIAIHIER (SIGKILL) |, ATRESEEKFUT.

Close Grace

Period

2. Node Affinity FL1]

2 WiA

More > fR% Pod AR E B4 EMERT R (Hl20 kubernetes.io/os: linux ) .
NOde Node Selector: acp.cpaas.io/node-group-share-mode:Share X v
Selector

ETIBHLNTE XA A AL,
Affinity 258U -

« Pod Affinity : 3§ Pod AEZIEIE1THE Pod TR ([RIFRTME)

« Pod Anti-affinity : [j1E %1 Pod S54%5E Pod L5,
PATIES -

e requiredbDuringSchedulingIgnoredDuringExecution : {X4F0LNJ5# & B
More > & Pod,

Affinity
e preferredburingSchedulingIgnoredDuringExecution : {f5E#ERLNIEKTT

B, 1BRVEBISN,
BCETH :

« topologyKey : iEMIRFMBEHT 2R (2R -

kubernetes.io/hostname ) .

e labelSelector :{FHAMKEE TR Pod,
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3. MLEHALE
e Kube-OVN
2 VtAA
XJ Pod M4& IR E SN QoS :
Bandwidth . HIEEEIRE]  BAHISREEE (B 1ombps ) .
Limits
o NMHERZERS] : R ARANMMERE
Subnet WIE X F M EC 1P, 2Nk¥sE , FERG R TRNEIAFM,
YT IP #iEE Pod :
Static IP « % Deployment &) Pod T]FEBA4EE] IP , {BE—EMX 45—
Address A Pod £ IP
o KR FE IPEEWNR = Pod BIA%L,
e Calico
2 14 AR
DEEARE—RIERE 1P -
Static IP Address o B IP &R REEYES—1 Pod,

o KRB FPE IP BELA 2 Pod BIAKL.

BRAELER - ILER
1. £ Container #}4) , 25U TR ERXEE.
B8 VLA

BRIFE K-SR
+ Requests : RZE1TATHRMER/)N CPU/NTE.
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2 1iAH
o Limits : A2 1z1TH IR K CPUINTE, BALENIES N, TR
B,
R TEBELL
. JLHBELL :
EFEMZ TR RIFACE , BB KIRHI4A 6 & TREAE (7]

1EE)
Todn 4 = EECERET , TTROAME , BREGEK.

- BHEN:
BHREITER Linits / @BEE  (RAB%)
)R

155K < IR < fp & TR BCAER AfE.
o BEAERER Pod 43,
o BELERNZERFNEKRECE.

o Jodn 4 TR ECARE T A 25 B IRBR .

T REIR ACE SR AT Y R ®RIR (40 vGPU, pGPU) |

FAEEECE ., VEN, 75 EZ0RA,
BRAE -
e B8 Pod % : &5 Add

e J¢ Pod % : |i7 Add & Mount

¥
HHE
e mountPath : R&BNHERLKZ (k0 /data )

o subPath : HNMX M BRIKRZ.
StF configMap / Secret : EIR4FFERE

o readonly :RARIEARIER (BHAEE)

VEN, Kubernetes % 7,


https://kubernetes.io/docs/concepts/storage/volumes/
https://kubernetes.io/docs/concepts/storage/volumes/
https://kubernetes.io/docs/concepts/storage/volumes/

Ui

More > IS E

More > 5| A
ConfigMaps

More > & FHEE
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1iAH

EEAZRA.

R~ JER TCP ¥ 6379 , BFRA redis .
FE

e protocol :TCP/UDP
e Port :Z&EZvg[ (&N 6379 )

« name : & DNS ATHIARRRT (40 redis )

FEZIUA ENTRYPOINT/CMD :

A~ 1 AT top -b

-Command: ["top", "-b"]

-8 Command: ["top"] , Args: ["-b"]

Bl 2 : Mt $MESSAGE

/bin/sh -c "while true; do echo $(MESSAGE); sleep 10;

done"

L EM S 7,

o FASME  EERORMEX

o FEE : 5| A ConfigMap/Secret §&. Pod FE& ( fieldRef ) .

WIRYERR ( resourceFieldRef )

TR MEEXESESRGEREHTHIRE.

¥#4~ ConfigMap/Secret JE N\ AFMEALE, TIFH) Secret ZEAY -

Opaque ., kubernetes.io/basic-auth ,

« Liveness Probe : Kl s@EFE (KKWHER)
+ Readiness Probe : MRSt (KKES M Endpoints #[%)

N RREESH.


https://kubernetes.io/docs/tasks/inject-data-application/define-command-argument-container/
https://kubernetes.io/docs/tasks/inject-data-application/define-command-argument-container/
https://kubernetes.io/docs/tasks/inject-data-application/define-command-argument-container/
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ZW Wi

AL B

-BUA K& stdout
-SCHRER s a0 /var/log/* . log
K

More > HiES o TFf#IKZ) overlay2 : BRIASCHF

o devicemapper : FHFahIEH EmptyDir 2|HEE R

o Windows T m : MR BREHEER (21 c:/a XN

c:/a/b/c/*.log )

More > HEfRHES

HEAFE HERSE (40 /var/log/aaa.log ) .
Gs

AHRAFHITHRS .
5l : echo "stop"
AR e S PUTIE RS T Pod )

terminationGracePeriodSeconds ,

More > {Z IERIIIT

2. f4_ 1 Add Container 3¢ Add Init Container,

2, Init Containers 7,  Init Container :

1. EMNRBRR AR (FRIT) .
2. SERUERIERIR,
3. SLFMbR S

e Pod HZANABRBAZE/L— Init Container,

o BNVFHARRM Pod R~ Init Container,
3. ;=17 Create,
SZEE

s R


https://kubernetes.io/docs/concepts/workloads/pods/init-containers/
https://kubernetes.io/docs/concepts/workloads/pods/init-containers/
https://kubernetes.io/docs/concepts/workloads/pods/init-containers/
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F
[

R

HESHH PVC LUEKIFAENE.

Persistent Volume

Claim AR NANEEESE PVC (KEX PV) . REPE PVC £33 Pod
B KW

R GEREES ConfigMap ¥iRAXH

ConfigMap « 5¥ ConfigMap : 7EHEEKRIE T AU DU & & B3

o FRRIZHEFE  HEBHEERE (20 my.cnf )

R TTESEDY Secret FUE A -

Secret ° %g Secret : E?fﬁ%?é—Fﬁ'JEw\%% ﬁ%z E{]j'ﬁ:
o FREARUEHE  HEBUFTERE (W tls.crt )

SRHMTRENIRN S A&
- HEEE

o £4FERIS Pod 485E

Ephemeral Volumes

o XFFEHARE

R GEEIEGFM. N Ephemeral Volumes
Pod NA 5 AL ZHINERS 74
- Pod [EENEFETT MBI

Empty Directory - Pod MBS AR

ERHR  BHEAXGHEE. IGREIEFME. ¥ EmptyDir

Host Path HESEIMEFR (WL 7/ Fk, 20 /volumepath ) .

RIS

o BERIE YAML XHFR1HI
« Web iTHla@FEERES


http://localhost:4173/container_platform/zh/configure/storage/functions/create_pvc.html
http://localhost:4173/container_platform/zh/configure/storage/how_to/generic_ephemeral_volumes.html
http://localhost:4173/container_platform/zh/configure/storage/how_to/using_empty_dir.html
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=1F Deployments

{FF CLI &1 Deployment

# & Deployment

o #& Deployment E&EAIE.
kubectl get deployments

o #KHX Deployment H{ZE.
kubectl describe deployments

5 ¥ Deployment

REBPUT 53R E H Deployment :

1. % nginx Pods A nginx:1 .16.1 51%&.

kubectl set image deployment.vl.apps/nginx-deployment nginx=nginx:1.16.

1

BERA T2 :

kubectl set image deployment/nginx-deployment nginx=nginx:1.16.1

WA AYwiE Deployment , ¥ .spec.template.spec.containers[0].image M

nginx:1.14.2 A nginx:1.16.1

kubectl edit deployment/nginx-deployment

2. BERRNEHNRE
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kubectl rollout status deployment/nginx-deployment

e 1&{T kubectl get rs & Deployment Bt 4/iZEH# ReplicaSet 7§ BF| 3 glA& , FES
57 |H ReplicaSet 21 0 @43k 5 #1 Pods,

kubectl get rs

e 151T kubectl get pods R EBIRH Pods :

kubectl get pods

¥ 45 Deployment

F LT 454445 Deployment :

kubectl scale deployment/nginx-deployment --replicas=10

[B]7X Deployment

o {RIXEHT Deployment B4 \ 7 55200485154 nginx:1.161 (24 nginx:1.16.1 )
kubectl set image deployment/nginx-deployment nginx=nginx:1.161

o RHNEHFE. TBEIRERIKERIE

kubectl rollout status deployment/nginx-deployment

fHf% Deployment

fhii% Deployment & [E] iR EEIEH ReplicaSet K& B +H%< Pods,

kubectl delete deployment <deployment-name>
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{£ F Web 32 & E1E Deployment

& & Deployment

#ZRTIAEE Deployment PUREXY F{EE.

1. £ Container Platform , 13t A\ Workloads > Deployments,
2. IRENEE F Deployment,
3. ;i Deployment &% , &F ¥, #Hfh. BE. 4. WiT FEE.

5 #T1 Deployment
1. £ Container Platform , 13t A\ Workloads > Deployments,

2. REIE EHE Deployment,
3. 7£ #4E THhik 8 %4#E Update , 3 \Yw%E Deployment T,

% Deployment

1. £ Container Platform , 13t A\ Workloads > Deployments,
2. TRENEMFR A Deployment,
3. 1F #4E T n i Delete 1RE1FFHIA.

{#F CLI FH T fEHEE
%4 Deployment J&ZIjaJ#E , AT —LE ARHE A .
& Deployment 1K

kubectl get deployment nginx-deployment

kubectl describe deployment nginx-deployment

¥Z& ReplicaSet K&



Deployments - Alauda Container Platform

kubectl get rs -1 app=nginx

kubectl describe rs <replicaset-name>

¥ Pod k&S

kubectl get pods -1 app=nginx

kubectl describe pod <pod-name>

EEHE

kubectl logs <pod-name> -c <container-name>

kubectl logs <pod-name> --previous

Bt )\ Pod 31T

kubectl exec -it <pod-name> -- /bin/bash # FHARZE Shell

KRERRRERE

HyiR livenessProbe #1 readinessProbe ECE 1Fff , BN BRI RAEHROMNIES . R4k W
HEE

KB RIRBRS!

RR R RIRERAMRGISIE | B RRTIRENE SR RERIEL.
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Q Alauda Container Platform

DaemonSets

B=x

RfRSTIF AR ER
IR TR RRER
£/ CLI B2 THrgtfese
I 2 a8
YAML 344751
BT YAML IE2STiPsE s
15 Web 1586 & Sl STHH 5%
AT &t
BRIELR - ERAREE
BAELTR - BLE Pod
RIELR - BERH
BRAELIR - Bl
EIRTIPHEE
/8 CLI BIRFHrfese
BETIPHEE
BT &
S i S
15/ Web $%HI & BT %
BETIFHEE
BT S
1S iy 3


http://localhost:4173/container_platform/zh/
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IRfRTIP AR e
2B Kubernetes 44 : DaemonSets ~

DaemonSet ;£ Kubernetes F—FizHlzs , ATHRME (B3E9) £HDY R LEfTisE
Pod K—NEIAR., SPAN AR08 Deployment A~ , DaemonSet AT A0 , IEEES
EEITENEMTERS , tnBEWERS. WIsRIESFMETIHE.

I WARNING
DaemonSet #{EIFEEIN
1. AT AHHIE
« Pod %377 : DaemonSet RTEG NS KHAHIA[AE Node EHIZE H{EE—1 Pod A4 :
o EEMFEUTREMNTAET R LEEB(HEE—/ Pod &4 :
o DUAC nodeselector BY nodeAffinity £ (AIRIEE) .
o MRREAE NotReady ,

o TEIXA NoSchedule BY NoExecute Taints , [$3E Pod iR ECE T FENH

Tolerations,

« Pod #tZ2/A% : DaemonSet EIEH Pod EETHELHNT RE=E.

o WEAGT AR : FIHEE =H1FmE M TET R AEKT R , R41217— DaemonSet
Pod 36 (ToRHAGARLNM) | AR X T maiE.

2. REERA (HHRTTR)

o HARAFRICA Unschedulable: true KT m (FIZNEIE kubectl cordon ®RE) .
o JREHK NotReady M.

o BEHFAR3#7A Taints Bt DaemonSet Pod 14k kELE VLA Tolerations I .

BIETIFUAEER


https://kubernetes.io/docs/concepts/workloads/controllers/daemonset/
https://kubernetes.io/docs/concepts/workloads/controllers/daemonset/
https://kubernetes.io/docs/concepts/workloads/controllers/daemonset/
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£/ CLI GU~TirutfiEsk

BIIR 51

o MHIRCOECEFIEEZIERA kubectl .

YAML 3745
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# example-daemonSet.yaml
apiVersion: apps/vil
kind: DaemonSet
metadata:
name: fluentd-elasticsearch
namespace: kube-system
labels:
k8s-app: fluentd-logging
spec:
selector: # X DaemonSet IM{MRANEEIER Pods, WJRILEL “template.metadat
a.labels”
matchLabels:
name: fluentd-elasticsearch
updateStrategy:
type: RollingUpdate
rollingUpdate:
maxUnavailable: 1
template: # &N DaemonSet f{ Pod #ik, DaemonSet BEMEN Pod H#BFFE AR
metadata:
labels:
name: fluentd-elasticsearch
spec:
tolerations: # XERDEE AN daemonset EITHITFET R-EIETT, MAFEBITA
E4S
- key: node-role.kubernetes.io/control-plane
operator: Exists
effect: NoSchedule
- key: node-role.kubernetes.io/master
operator: Exists
effect: NoSchedule
containers:
- name: fluentd-elasticsearch
image: quay.io/fluentd_elasticsearch/fluentd:v2.5.2
resources:
limits:
memory: 200Mi
requests:
cpu: 100m
memory: 200Mi
volumeMounts:
- name: varlog
mountPath: /var/log
# AARERSRNEEKZ, R DaemonSet Pod 4% ZfTHK Pod
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terminationGracePeriodSeconds: 30

volumes:

- name: varlog
hostPath:

path: /var/log

BY YAML g2~ dtiss

kubectl apply -f example-daemonSet.yaml

kubectl get daemonset fluentd-elasticsearch

kubectl get pods -1 name=fluentd-elasticsearch -o wide

£/ Web 1= & G2 Tt fE s
AR

WA G, SBGRRETRE AR REY TASERNEGCE W URE=ATF4
REGBE.

o XTHIE , BlHEAEE L]
=

FHROCESRAIRNIE |, R MERRTRGESR. R
FiB%GeE , BIXAEHE Rt

&
TS B,

« MTFE=HFAMGREE | FHIRY ITER T UESHINAGE,
BRIELDIR - BEEAEE

1. /£ Container Platform & , Z2 S 1423 A Workloads > DaemonSets,

2. mify Create DaemonSet,

3. EFEEI B GML , R Confirm,

l INFO
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FE  {FH Web 55 &£ KSR E S ER , iTRUET Already Integrated i37/E451%. Integration
Project Name 141 images (docker-registry-projectname) , H projectname £i% Web &4+
KB4 , LEFGEETRMmME 4.

1£ Basic Info ¥4 , BECESFIPHTEE TERBNFHR S

e A

B & DaemonSet Pod EEHEHM rollingUpdate REK.
AR ( maxUnavailable ) : BEHNTFEF AFIGREAT BRE&EK
Pod &, XFr4EXE (20 1) BRASLE (2010%) .

A~E)  EB 10 MR HE maxunavailable A 10% , NAiF& % floor(10 *
0.1) =14 Pod A®JFH.

EEEW
More > X n X - .
Uodat o ZAME : AREBARE , maxsurge BKIAA 0, maxunavailable BRIAA
pdate
Strategy 1 (KB4 PEEA 10%) .

o FIEITIRE Pod : &4F Pending B CrashLoopBackoff ZRKESH Pod
WANART A,

o FIESPR%Y : maxsurge F1 maxUnavailable AREERIESA 08K 0%, &EH
SETHELERIA 0, Kubernetes £3&%% maxunavailable A 11
REEHHE,

BRIELIR - B E Pod

Pod &4 , 5% Deployment - Configure Pod

BIELSR - ICER S

Containers Z[4y , i§5% Deployment - Configure Containers
BRAEDIR - B3

=17 Create,

=i Create f§ , DaemonSet ¥ :
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o 4 BERBFEUTHANT R LEE Pod &4

o /#/& nodeSelector #HMH (WREN) .
e iEET tolerations (AFEEEMA Taints WTHA) .

o TEMREX Ready H schedulable: true ,
o XHISTA

e WA NoSchedule Taint ([RIEBRAEZ) .
o FIMMCARNTEERT R ( kubectl cordon ) .

o RZEA NotReady EY Unschedulable KR

BT

£/ CLI EIETiPitiesk
BETIFUEE
. HIMEHLTATHETFIREOHERES

kubectl get daemonsets -n <namespace>
o REFEE T HBRENFEREE , BFESEMHHN Pod KE
kubectl describe daemonset <daemonset-name>

EHTIPHRES

LSBT HFEEMN Pod AR (FIANE R B 245 B BRMEIER) B , Kubernetes ZRASR
ITRENEHN (AI4RRE updateStrategy.type A RollingUpdate , XZZRIAMH)

o HEURE YAML XX (80 example-daemonset.yaml ) , SHTETHREH , RENA :
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kubectl apply -f example-daemonset.yaml

o AIAEITIRENE AR :

kubectl rollout status daemonset/<daemonset-name>

SRR S

MR TIrt e R R EERATA Pod :

kubectl delete daemonset <daemonset-name>

£/ Web 14| & BIETIFETESE

BETIFHEE
1. 7 Container Platform 7= , 3 \ Workloads > DaemonSets,

2. REIRERWTIFHREE,

3. AT UEFE%E L FR , BF Details. Topology. Logs. Events. Monitoring Z{5E.

BRI REE
1. 7 Container Platform 7 , 3 \ Workloads > DaemonSets,
2. FRENEFHTI R,

3. 7£ Actions THI3 87 %HF Update , Ht A\YiE~THHFEE U , OJEH Replicas |
image . updateStrategy ZFZH¥.

WBIERFIF Ut RE S

1. 7£ Container Platform 5 , 3t A Workloads > DaemonSets,
2. FRENEMBRATIFERE S,

3. 1 Actions TSk qiR/ES K Delete 3R FFIMHIA



StatefulSets - Alauda Container Platform

Q Alauda Container Platform

StatefulSets

B=x

18fi# StatefulSets
B3 StatefulSets
{5/ CLI 4 StatefulSet
HHR &A1
YAML 447451
B YAML €32 StatefulSet
2/ Web =% 5 4% StatefulSet
B S
BEDR - REEXER
BAELIR - BLE Pod
BIELTR - ERS
BRIEDTR - AU
RRKRE
=R StatefulSets
/A CLI 512 StatefulSet
&F StatefulSet
YRR StatefulSet
T StatefulSet (RBNEH)
ks StatefulSet
£/ Web |G EH StatefulSet
& F StatefulSet

BT StatefulSet


http://localhost:4173/container_platform/zh/
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k% StatefulSet

1H#Z StatefulSets

ESEE 7 Kubernetes X4y : StatefulSets ~

StatefulSet 2 Kubernetes f—FhL{Efazk APl 3t% , EAEEGRENBi%tT |, 24T Th

ok .
Re -

FaEMMLE B4 : DNS T4 A <statefulset-name>-<ordinal>.<service-

name>.ns.svc.cluster. local .

FEEHIFATEAE - BT volumeClaimTemplates 3R,

ERFEZEY 482 : Pod #=IAFAIE /M4 : Pod-0 — Pod-1 — Pod-N,
BFANEH : Pod IR F4m5EH : Pod-N - Pod-0,

ENHRARGF |, T Z A StatefulSets {EMBHERE | DIREETHBRESKRS (41
4N Kafka brokers, MongoDB shards) |,

47 StatefulSets

{E£ ] CLI 417 StatefulSet

B 51

o WREACE kubectl FFEIEFRIERE.

YAML {741


https://kubernetes.io/docs/concepts/workloads/controllers/statefulset/
https://kubernetes.io/docs/concepts/workloads/controllers/statefulset/
https://kubernetes.io/docs/concepts/workloads/controllers/statefulset/
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# example-statefulset.yaml
apiVersion: apps/vil
kind: StatefulSet
metadata:
name: web
spec:
selector:
matchLabels:
app: nginx # W05 .spec.template.metadata.labels [LHD
serviceName: 'nginx' # ZJik Service it Pod HIWZEE44
replicas: 3 # XK Pod EA%R (BHA: 1)
minReadySeconds: 10 # Zi A4 0
template: # ;&N StatefulSet [ Pod #&iRk
metadata:
labels:
app: nginx # W05 .spec.selector.matchLabels ULHL
spec:
terminationGracePeriodSeconds: 10
containers:
- name: nginx
image: registry.k8s.io/nginx-slim:0.24
ports:
- containerPort: 80
name: web
volumeMounts:
- name: www
mountPath: /usr/share/nginx/html
volumeClaimTemplates: # =\ PersistentVolumeClaim (PVC) #54z, &> Pod #f
IEX AR A ME—f PersistentVolume (PV),
- metadata:
name: www
spec:
accessModes: ['ReadWriteOnce']
storageClassName: 'my-storage-class'
resources:
requests:
storage: 1Gi
# example-service.yaml
apiVersion: vi
kind: Service
metadata:
name: nginx
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labels:

app: nginx

spec:

ports:

- port: 80

name: web

clusterIP: None
selector:

app: nginx

BT YAML 417 StatefulSet

kubectl apply -f example-statefulset.yaml

kubectl get statefulset web
kubectl get pods -1 app=nginx
kubectl get pvc -1 app=nginx

{£ 1 Web %% & 4 StatefulSet

HUIR 51

WA G, SGRRTRE AR ABY TASERNEGCE W URE=ATF4
REGBE.

o MTHE , BEABESERGOCESRAENME , KATUERRETRES. MRIEAE
FTBRSEGRCE | BIXAEHE RtTHEL.

- HTHE=ATANGEGCE  FHRLUNENESEETNEIE.
BRIELDIR - BEEAEE

1. /£ Container Platform & , 22 S 423 A\ Workloads > StatefulSets,

2. mify Create StatefulSet,

3. EFETIWNFH , i Confirm,
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l INFO

R {FH Web 258 E RSB CER , ?JRUET Already Integrated i iE45 1% . & AINE & #k
540 images (docker-registry-projectname) , = projectname £i% Web Z=H|&a+F KB 4 , 2
SR EEFTHRHME S,

7t Basic Info 4y , BCE StatefulSet TEREKFEIR S :

2 i)

REX StatefulSet FFHIZEMK) Pod BIA%L (BUA : 1) . HRIBTAERE TR

Replicas st
EKREFE,

2| StatefulSet JRENE TN MNEREFRHE, RollingUpdate IRE&AER
INB#ETE.
Partition {5 : Pod B FSB1HE.

e FS = partition [ Pod &3 EIEH.

Update o B2 < partition K Pod {R3%Z BIHINIAL.
Strategy

T~
e Replicas=5 (Pods : web-0 ~web-4)

e Partition=3 ({NEH web-3 1 web-4)

Volume Claim volumeClaimTemplates f& StatefulSets fRI<4FME , XFFAET Pod 318

Templates PIEFFAF7fE. StatefulSet B Pod BIAEPLET TE ARIR B 3hik15
WL H) PersistentVolumeClaim (PVC),

« 1. 3)& PVC 4/ : AEA Pod BENEIEME—K PVC , fr&H&I0A

<statefulset-name>-<claim-template-name>-<pod-ordinal> , 7~

B : web-www-web-0 . web-www-web-1 ,
o 2. 7RER : XFFHTHE Kubernetes ijRJHE,

« ReadWriteOnce (RWO - 897 RiEE)

o ReadOnlyMany (ROX - Zhm RiE

~—

« ReadWriteMany (RWX - 2T fRiiEE)



StatefulSets - Alauda Container Platform

2 1)

o 3. 73S : BT storageClassName FEE 7t fain. AATeE , NFEHAE
BEZKA StorageClass, XIFZFhn/A3t7z3SAY (40 SSD, HDD)

-

o 4. AE : 1B resources.requests.storage BLEFERE. R : 1Gi, &
StorageClass X#F , XFFahEY &

BRIELIR - B E Pod

Pod &4 , 5% Deployment - Configure Pod

\

BAELDIR - BLER A

Containers &4y , i55% Deployment - Configure Containers
BIEDIR - 21

mif Create,

RIS

o KT YAML XH47RHB
« Web #ZH|&REARERLES K

=18 StatefulSets

{#FH CLI &1¥ StatefulSet

& & StatefulSet
B B F StatefulSet LN S E..

o BEDAIEM StatefulSet,
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kubectl get statefulsets

o %xEY StatefulSet V5.

kubectl describe statefulsets

Y4575 StatefulSet

o BYUENA StatefulSet KIRIA%K

kubectl scale statefulset <statefulset-name> --replicas=<new-replica-co

unt>

o RH5 :

kubectl scale statefulset web --replicas=5

5 StatefulSet (JZREhEHT)

LB StatefulSet f¥] Pod 18R (BIANE XA 254551%) B , Kubernetes ZRIABITRSNEH (BT
12 2 updateStrategy % &} RollingUpdate , BIiXZ22ZAE) .

o B4, URiE YAML XX (40 example-statefulset.yaml) H&FAEH :
kubectl apply -f example-statefulset.yaml
o R, WITRNEHAE

kubectl rollout status statefulset/<statefulset-name>

& StatefulSet

ks StatefulSet B HKEXH Pods :
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kubectl delete statefulset <statefulset-name>

FIMEIT , Bk StatefulSet AaMif4E <Fx PersistentVolumeClaims (PVCs) B
PersistentVolumes (PVs) , AFFLE¥IEE K. AHFREBIER PVC , EBHAIT :

kubectl delete pvc -1 app=<label-selector-for-your-statefulset>

FE, AR volumeclaimTemplates M) StorageClass ] reclaimPolicy A
pelete , NZEMIRE PVC B, PV R EIREE B4 B sk,

{# A Web 175 & &51E StatefulSet

EF StatefulSet

1. 7 Container Platform 9~ , 3t A\ Workloads > StatefulSets.
2. REIEBFH StatefulSet,
3. miff StatefulSet £# , BEF ¥i5. #HIN. BE. B4, LIt FEER.

& 3 StatefulSet

1. 7 Container Platform 9= , 3t \ Workloads > StatefulSets.
2. TXEEE F StatefulSet,

3. £ Actions T3 HE1%HF Update , 3t \ZJm4E StatefulSet TUE , A/ H Replicas .
image . updateStrategy %Z¥K.

k& StatefulSet

1. 1£ Container Platform & , 3f A\ Workloads > StatefulSets,
2. TREEMFRH StatefulSet,
3. 7£ Actions T 8ad | QiR IES K Delete R4 FFHIA.
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Q Alauda Container Platform

CronJobs

B=x

18f# CronJobs
B% CronJobs
¥/ CLI 4 CronJob
BIIR S
YAML 7R
BT YAML 43 CronJobs
£/ Web #%)5 6% CronJobs
[ilEr- S5
BRUELTR - REEAXER
BAELIR - BLE Pod
BRAELIR - ILERES
Bl
SLEPPAT
Efz CronJob ‘&R
ARG RIT
&E Job V¥
BEPITRE
fif% CronJobs
78 Web =) & #ifk CronJobs
{# A CLI #ik% CronJobs


http://localhost:4173/container_platform/zh/
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1242 CronJobs

HS#£E 77 Kubernetes 34 :

e CronJobs ”

o {1 CronJob 1Zz1TEEINITS 7
CronJob & X T1Zz{TEZTREFLERTES . BAFERIEITRIZ Xz17MEK Job,

CronJob 2 Kubernetes i —Fh TEREITHIZS. o] PUBET Web 5% &8k CLI 43
CronJob , ERISERZITIERFAWRER |, FIRNER &4, ERIEETE RN A B,

417 CronJobs

{#£F CLI £/ CronJob

AU 51

o MHRCECEFIEEZIERA kubectl .

YAML 3745


https://kubernetes.io/docs/concepts/workloads/controllers/cron-jobs/
https://kubernetes.io/docs/concepts/workloads/controllers/cron-jobs/
https://kubernetes.io/docs/concepts/workloads/controllers/cron-jobs/
https://kubernetes.io/docs/tasks/job/automated-tasks-with-cron-jobs/
https://kubernetes.io/docs/tasks/job/automated-tasks-with-cron-jobs/
https://kubernetes.io/docs/tasks/job/automated-tasks-with-cron-jobs/
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apiVersion: batch/v1i
kind: CronJob
metadata:
name: hello
spec:
schedule: "* * * * *u
jobTemplate:
spec:
template:
spec:
containers:
- name: hello
image: busybox:1.28
imagePullPolicy: IfNotPresent
command:
- /bin/sh
-C
- date; echo Hello from the Kubernetes cluster

restartPolicy: OnFailure

JBIT YAML 417 CronJobs

kubectl apply -f example-cronjob.yaml

{# F Web %) & €% CronJobs

B 51

HEG G, FEITUREFEEEAET TREERNGEGEE , WA kEE=H%
e,

o WTEMEETHNGG , EHRAEE 2RHRGCENEAENTE , AFEERETRE
%, MRFIAZTBNHEGEE , BHRAEHE R THE.

o MREAF=FHECE , FHRAAERFNT UIEEHEXRR.

BREDIER - LEEAER
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1. £ Container Platform , Z={ S fi#%3 \ Workloads > CronJobs.
2. &5 Create CronJob.,
3. EEMAES , i Confirm,

FE EFERTAERNEGCETREGNIFEGITIR. 5120, £AME 25
containers (docker-registry-projectname) F/NFETHE 44 projectname |, R CEME

4 -4 containers.,

4. 7£ Cron fiLE I3 , BLEEFPATANRIERSE,
PATHEY
o F3  FRHPITREG RIS BTN ERHIK.

o EN : ERPUTHEREUNTRESH :

S WA

{$ /3 Crontab 1&7% 7~ X ERITHI. CronJob 12%284RIE TG XITE F—

RIFTHTED.
EE
Schedule
« Kubernetes £3HRAS < v1.25 : RNTHFRFFXER | AR WIER UTC,
+ Kubernetes £3hRAS > v1.25 : TFFISXEANARE (BOAE AR At
X) .
FEEF & Job PUTHIAME AT ( Allow . Forbid B Replace , VEMN,
FE R
K8s #l3t ) .
Job FiH{RE, :

o RECTEA Job MREFRS :

o TISERRE) : BTN Job KR REBEE (ZHA : 20)
o KK Job : KK Job TSR IREBEE (ZhA : 20)


https://crontab.guru/
https://crontab.guru/
https://crontab.guru/
https://kubernetes.io/docs/concepts/workloads/controllers/cron-jobs/#concurrency-policy
https://kubernetes.io/docs/concepts/workloads/controllers/cron-jobs/#concurrency-policy
https://kubernetes.io/docs/concepts/workloads/controllers/cron-jobs/#concurrency-policy
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o HBHARBRGINS , &KIBA Job SRR AL,

5. 7£ Job FCE XI5 , 1%E4¥ Job 2EHY,  CronJob EHEH Pod ZHAHK] Job, RIEMH TIEREZE
RIFCE Job AEAR

e ViR

WHE Job STTAUAET ( HAFIHT . ERTAUREIIT B &Sl Job , ¥, K8s

Job 8
Job &= ) .
B KER . . .
5 REMIC Job KMATH R KEIRXKEK.

BAELIR - B & Pod

e Pod #B4y , i§5& Deployment - Configure Pod

7.

BRIELTR - BLER

e Container Zf4} , i§5% Deployment - Configure Containers

cellkEd

e I i Create,

MBIBAT

E{sz CronJob ‘&R

o Web iz%l4 : f£ Container Platform , Z{l| S fi#*13t \ Workloads > CronJobs,

e CLI:

kubectl get cronjobs -n <namespace>


https://kubernetes.io/docs/concepts/workloads/controllers/job/#job-patterns
https://kubernetes.io/docs/concepts/workloads/controllers/job/#job-patterns
https://kubernetes.io/docs/concepts/workloads/controllers/job/#job-patterns
https://kubernetes.io/docs/concepts/workloads/controllers/job/#job-patterns
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A IEBIRIT
o Web ZH)5 : SIRIRAT

1. miF CronJob FFRAMK E M EES (2) .
2. ;i MRPHT.  (EREFE CronJob FIETR , miia EAMIRIESR S | &% SLRIBIT) .

e CLI:

kubectl create job --from=cronjob/<cronjob-name> <job-name> -n <namespa

ce>

& E Job ¥

kubectl describe job/<job-name> -n <namespace>

kubectl logs job/<job-name> -n <namespace>

BIEPITIRE
RE Wt
Pending Job EAIRER R,
Running Job Pod IEFERITH.
Succeeded 5 Job XEXHIFTAE Pod #MThem (RERLHA 0)
Failed ZE/pH—5 Job XEXH Pod JFIEEL L (BEREIEO) .

f& CronJobs

{# F Web =%l & iz CronJdobs

1. 7£ Container Platform , Z S fi4=1# \ Workloads > CronJobs,
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2. TXEIEMB%E CronJobs,
3. 1F #E ThsF |, o Bk iR,

{& A CLI #ff& CronJobs

kubectl delete cronjob <cronjob-name>
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Q Alauda Container Platform Q

5

B=x

| THRES
YAML SR

ST

T REES

55 % E /7 Kubernetes XX#4 : Jobs ~

Job AT ZFMENEFHAN , XEIFEITETRFEFEL. LATER Job SKEX—1TR
BT IRFTRES.

o [RFPITEIT : B4 Job BEIE—PHZL A Pod , BEIKINTEAL.

o EPWLH : BB spec.backoffLimit 3% (ZXIAE : 6) .

o STTABER : {#F spec.completions xEMFTERIBINIKEL.

YAML 3R]


https://kubernetes.io/docs/concepts/workloads/controllers/job/
https://kubernetes.io/docs/concepts/workloads/controllers/job/
https://kubernetes.io/docs/concepts/workloads/controllers/job/
http://localhost:4173/container_platform/zh/
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apiVersion: batch/v1i
kind: Job
metadata:
name: data-processing-job
spec:
completions: 1
parallelism: 1
backoffLimit: 3
template:
spec:
restartPolicy: Never
containers:

- name: processor
image: alpine:3.14
command: ['/bin/sh', '-c']
args:

- echo "Processing data..."; sleep 30; echo "Job completed"

PATHESE

Kubernetes F &K Job PITEPSBIE—NE MK Job X4 , AR/ -

BT A ST

kubectl apply -f example-job.yaml

B UT 6 2 ERERME ST A dn A

kubectl get jobs

BT aSERPITIHE

kubectl describe job/<job-name>

BERTH4ESR Pod HE
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kubectl logs <pod-name>
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Q Alauda Container Platform

{& FH Helm charts

1
%I“

1. 7 fi# Helm

1.1. TETRe

1.2. B%
REEXL

1.3 7 fi# HelmRequest
HelmRequest 5 Helm X 51
HelmRequest 5 Application £ A
EE LR
HHENX

2 J@id CLI ¥ Helm Charts EAN ERE

2.1 THEIRAEELS,

2.2 % Chart

2.3 T4 Chart

2.4 3REL API 4%

2.5 §)# Chart B

2.6 1% Chart

2.7 _LERXRGH

2.8 BRE N A

2.9 FHV A

2.10 ENERNF

2.11 fkk Chart B

3 1T Ul % Helm Charts e IS 2


http://localhost:4173/container_platform/zh/
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3.1 eSS

3.2 AR &AM

3.3 AR AR INE AT SR B
3.4 MFRAEAR A4 E iR AS

BRIELIR

1. 7 fi# Helm

Helm 2—MEEIEZS | @14k T 78 Alauda Container Platform S8 232 N AR K- HKIT 2.
Helm {5 FB—#h#RA charts B3TH4&30. Helm chart 2 —2B##& Kubernetes RIRKXHES.
EERTRE chart 4 —ME1THH chart K41 , #RA release,

R BIEE chart , BiFHE. [EIIR release B , #FA IR —ANBIMAARA.,

1.1. T ETHEE
Helm 2 AT 8E

e 1E chart B EFIEZRKE charts

o EMEAMW charts

* {£M Kubernetes RGBT charts
o FTBNAFHA charts ERELF

1.2. H3x

BRET Helm M |, T —12HEK Chart 2 XEHEFE , KT Helm CLI TEKFIR.
ZEARTAFAFNRE , FHFAEEFEEE, FEFNER charts,

A& REX &iE

Application Catalog Helm Charts f—uh I \EIEFE &
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A& X &It
Helm Charts — Ay AT EAR

HelmRequest CRD, ENXEFZE Helm Chart fTEHELE AR N2 FR
ChartRepo CRD, XtL/ Helm charts B AR
Chart CRD, X¥LZ Helm Charts FEAR

1.3 7 fi# HelmRequest

1£ Alauda Container Platform & , Helm $ZFE Bt —/ 4 A HelmRequest K18 € X RIR
SHTEIE, WAAY RT AR Helm ThEE |, FEIC88 S RE! Kubernetes JRA RIFIEEIAH,

HelmRequest 5 Helm K][X 3

PAE Helm {# 8 CLI 454518 release , T Alauda Container Platform {$ ] HelmRequest &R
XEN. BRZFNEIE Helm charts, TEXFIMEFE :

1. AR vs H54 R : HelmRequest 12t FEATNK) Helm FBZE AR , T1E4L Helm CLI 264
ﬁaqo

2. Kubernetes [f4 : HelmRequest 2 B #% £ A% Kubernetes API B & X &R,
3. FFEAAM : Captain &AM HelmRequest RIFSHIIERE

4. ZERXFF : HelmRequest XIFB T FAK LN ERBE.

5. SFETNRES X : HelmRequest A S5HAFBTNAE (20 Application i) &k,

HelmRequest 5 Application £ if;

HelmRequest 1 Application IRERES _ MM , A FAJEEH B —BEEN]. FAIRIHTE
HelmRequest [ 4 Application & IRHIHNE.

R FRTRUBIE RN E#E |, % HelmRequest #5184 L2A Application JEREBE :

alauda.io/create-app: "true"
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JBRLThEESR | F& Ul £ BRESNFEL , FHRHBKEEEISTR. Application TUH A4 .

E T ER
BT HelmRequest ZfZE charts W L{ERETE :

1. B P 42z E H HelmRequest &R

2. HelmRequest 412 chart 5| B & W Ff¥ values

3. Captain 4 HelmRequest 34 Helm Release

4. Release 5 E &I EHIRIR

5. Metis SiEH A N BiEffH HelmRequest 3@ 4 Application

6. Application 12t B3 & RIRH S — A

LHHRE L

o HelmRequest : #AHIEE Helm chart BPERE E L EIRE X

e Captain : £M% HelmRequest BIRFHEIE Helm release {5 HIzs (JRRGHBAL -
https://github.com/alauda/captain )

e Release : Helm chart i 238 & 35245
e Charon : %595 HelmRequest F8J3EXTR. Application &IGHZE £
 Application : 2 EERIFERGE—F~ , IREEIMNETERE

« Archon-api : FEWNRTHFE =k API ThEEAIZE

2 3&3T CLI % Helm Charts 1EA N FHERE

2.1 TR

Y& chart - $T43 chart - $EX API &2 _ B3 chart & - _E{& chart - H{EM*E%G -
HWENH - EWNA - EBENA - Bk chart 6 F

2.2 4% Chart


https://github.com/alauda/captain
https://github.com/alauda/captain
https://github.com/alauda/captain
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Helm {§ B—##RA charts FTEMEI. chart 2 —4B##1A Kubernetes IR H&ES. &4
chart ] B2 &8 Pod 28 2N AT ANE.

ZEZBEHAXH : Helm Charts Documentation -

5 chart B3R45HM -


https://helm.sh/docs/topics/charts/
https://helm.sh/docs/topics/charts/
https://helm.sh/docs/topics/charts/
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nginx/

— Chart. lock

— Chart.yaml

— README.md

— charts/
L— common/

— Chart.yaml

— README.md

— templates/
F— _affinities.tpl
F— _capabilities.tpl
F— _errors.tpl
— _images.tpl
F— _ingress.tpl
F— _labels.tpl

F— _names.tpl
F— _secrets.tpl

|

|

|

|

|

|

|

|

| — _storage.tpl

| |— _tplvalues.tpl

|  |— _utils.tpl

| F— _warnings.tpl

| L— validations/

| — _cassandra.tpl
| F— _mariadb.tpl

| F— _mongodb.tpl

| — _postgresql.tpl
| F— _redis.tpl

| L— _validations.tpl
L— values.yaml

F— ct-values.yaml

L— values-with-ingress-metrics-and-serverblock.yaml
templates/

— NOTES. txt

— _helpers.tpl

— deployment.yaml

— extra-list.yaml

— health-ingress.yaml

— hpa.yaml

— ingress.yaml

— ldap-daemon-secrets.yaml

— pdb.yaml
|— server-block-configmap.yaml

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
F— ci/
|
|
—
|
|
|
|
|
|
|
|
|
|
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— serviceaccount.yaml
— servicemonitor.yaml
F— svc.yaml

L— tls-secrets.yaml
values.descriptor.yaml

values.schema. json

T

values.yaml
REEHGER

e values.descriptor.yaml (\J3%) : Bi& ACP Ul BRAFAKRIFREA
e values.schema.json (B[%E) : 3F values.yaml NARFFIE LR Ul

e values.yaml (M) : ENX chart TESEK

2.3 ¥TH Chart

{F/H helm package #<3FTH chart :

helm package nginx

2.4 3KHY API &%

1. 7 Alauda Container Platform & , S &4 k% => Profile

2. |y Add Api Token
3. Wy N E1ERO#HA AR B BHA
4. REERHNSHEERE ((NBR—IR)

2.5 417 Chart &

BT API G4 chart & FF -



{#F Helm charts - Alauda Container Platform

curl -k --request POST \
--url https://$ACP_DOMAIN/catalog/vl/chartrepos \
--header 'Authorization:Bearer $API_TOKEN' \
--header 'Content-Type: application/json' \
--data '{
"apiVersion": "v1",
"kind": "ChartRepoCreate",
"metadata": {
"name": "test",
"namespace": '"cpaas-system"
3
"spec": {
"chartRepo": {
"apiVersion": "app.alauda.io/vilbetal,
"kind": "ChartRepo",
"metadata": {
"name": "test",
"namespace": '"cpaas-system",
"labels": {
"project.cpaas.io/catalog": "true"
}
3
"spec": {
"type": "Local",
"url": null,

"source": null

2.6 _E{% Chart

BFT AT chart _HERBE

curl -k --request POST \

--url https://$ACP_DOMAIN/catalog/vl/chartrepos/cpaas-system/test/charts
\

--header 'Authorization:Bearer $API_TOKEN' \
--data-binary @"/root/charts/nginx-8.8.0.tgz"



{#F Helm charts - Alauda Container Platform

2.7 _HEMXER

1. FuHE4Ef : docker pull nginx

2. {f&RTF A tar 1 : docker save nginx > nginx.latest.tar

3. MEGHEXZIRACE

docker load -i nginx.latest.tar

docker tag nginx:latest 192.168.80.8:30050/nginx: latest
docker push 192.168.80.8:30050/nginx: latest

2.8 #hE N A

BT API 413 Application &R :

curl -k --request POST \
--url https://$ACP_DOMAIN/acp/vl/kubernetes/$CLUSTER_NAME/namespaces/$NAM
ESPACE/applications \
--header 'Authorization:Bearer $API_TOKEN' \
--header 'Content-Type: application/json' \
--data '{
"apiVersion": "app.k8s.io/vilbetal",
"kind": "Application",
"metadata": {
"name": "test",
"namespace'": '"catalog-ns",
"annotations": {
"app.cpaas.io/chart.source": "test/nginx",
"app.cpaas.io/chart.version": "8.8.0",

"app.cpaas.io/chart.values": "{\"image\":{\"pullPolicy\":\"IfNotPre
sent\"}}"

3
"labels": {
"sync-from-helmrequest": "true"
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2.9 FHTNV A

{FF PATCH &SREHN A :

curl -k --request PATCH \

--url https://$ACP_DOMAIN/acp/vl/kubernetes/$CLUSTER_NAME/namespaces/$NAM
ESPACE/applications/test \

--header 'Authorization:Bearer $API_TOKEN' \

--header 'Content-Type: application/merge-patch+json' \
--data '{

"apiVersion": "app.k8s.io/vilbetal",
"kind": "Application",
"metadata": {

"annotations": {

"app.cpaas.io/chart.values": "{\"image\":{\"pullPolicy\":\"Always
\ll}}ll
}

2.10 ENELY A

B% Application &I :

curl -k --request DELETE \

--url https://$ACP_DOMAIN/acp/vl/kubernetes/$CLUSTER_NAME/namespaces/$NAM
ESPACE/applications/test \

--header 'Authorization:Bearer $API_TOKEN'

2.11 f#if& Chart €%

curl -k --request DELETE \

--url https://$ACP_DOMAIN/apis/app.alauda.io/vibetal/namespaces/cpaas-sys
tem/chartrepos/test \

--header 'Authorization:Bearer $API_TOKEN'
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3 J&T Ul % Helm Charts 1E5 FHERE

3.1 T{EMEw

BAERA N EEAE - LERR - BIFRRRA

3.2 B & A

HUR G REERT AR RN, WHRT A BIERREEH 12 AURM Chart 3 OCI Chart 2
IR G B £

3.3 B ARMRAR IR o S 6
1. # )\ Catalog.
2. EAM S A4 R Helm Charts,

3. AR EA LA Add Template |, HRIELA T S H0ERER G FE.

e UBA
AR HEXRDSHEREIAH B BURM Chart 28, OCI Chart KRR, SECAIX 12
e B I E T AT RAE I AR

LERAIEAR B SN OCI Chart B, AsEH¥akF ahii A 77 Helm Chart (18
AR x.
Bx EE  FIMAFERBRE , FELEERCETUEXER , BEFEUZRYR
i

4. B Upload Template , _F{&AHAERRZ 6 FE,
5. mifi Confirm, ik L& TREFE /LM |, B OFAE.
FE - BERCKEM Uploading AFA Upload Successful B, FRIRARAR L ALTN.,

6. &/ LERM , BIRIERRHIE.
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EE L IR AFOR LN RSN AFERE , NEFRRERE R,

3.4 MFRTEAR K45 E AR A

YEMERBRARFERAN , 7T ARERXRA.

BRAESIR

1. ¥t \ Catalog,

2. EEMS A=K E Helm Charts,

3. mEXtRz Chart £ HEFE.

4. f53 Manage Versions,

5. IE RN @ ARERIRA , R Delete FFfIA.

WERhRAS S , RN R TTAEANARR A,



0 Alauda Container Platform

Pod

Introduction

Introduction

Pod 2%

Pod $%K

fii% Pods

fitlix Pods

AR
BRAIELDTR

1

.

Pods - Alauda Container Platform


http://localhost:4173/container_platform/zh/

N

=

Pods - Alauda Container Platform

Debug &z {# / Exec 1
IR Bt RFE R
EEEm #iT Pod )\ %
ERHR

BRIEDR



Introduction - Alauda Container Platform

0 Alauda Container Platform

I

%% Kubernetes B A MY 4y : Pod 7


https://kubernetes.io/docs/concepts/workloads/pods/
https://kubernetes.io/docs/concepts/workloads/pods/
https://kubernetes.io/docs/concepts/workloads/pods/
http://localhost:4173/container_platform/zh/

Pod %K - Alauda Container Platform

Q Alauda Container Platform Q

Pod %4

FERMEHT AFANZKEE , DHHRIES TR, TR D SR,

2 iEH

REANBRNIEIER (CPU, NTF) WRSIREME. FRSRFUERITE AN
[, CRERURBMERBISAITNER | BN EFIENT

o URFAMNEY WFHE B, CPUINT KIRFHE B SENTHRFLRH CPUI
W77 REIEREM, FI20 : RFFABEHMNF AL , CPUINT HIRHHE

43%12% 100m/100Mi 1 50m/200Mi , NIZSESLAH) CPUIRNTE BREMECK A
150m/300Mi,

o LUARRBADHE VI ER XB WERS I, BHRAM CPUINT REMEITE

HIRATF -

TSR] 1. BUR B ¥tatt A28 CPUINTE FREIENS A{E.

PR 2. BUTA L% A 25 CPUINTE [REMERE,
3. BERFTILER , BFA WA RS AE+F CPU,. RE NEKXEEND

#3201/ CPUINTE [RHIME.

TTERG) : NRBMABEWANVIAUE RS , CPUIRNTE KIFRBIESS R4
100m/200Mi #1 200m/100Mi , R¥JEatr B2 CPUINTE Br AR SIHE R
200m/200Mi, [REIES , NRBH[/ALBET M SRS , CPUINTE KIRFHES
F125 100m/100Mi 1 50m/200Mi , MMV & B 2880 CPUINTE FREIEEFIA
150m/300Mi, A, , BELARLRES CPUINTE FREIE X 200m/300Mi,

KR B BRI ELA L.

BERRE LRFARERER , ERRKE.


http://localhost:4173/container_platform/zh/

Service

Account

Pod %K - Alauda Container Platform

A

BB RETR.

Service Account ;& Pod EHHFEFARS-17(5) Kubernetes APIServer —NIKS: |
FHBHMPRFRBET —FFMINR. NELERAAAETFasERABETa
Hit AR AN |, Service Account FEXT] I, , HAJPAEF Service Account ]
YAML 34,



% Pods - Alauda Container Platform

Q Alauda Container Platform

il Pods

% Pods ATRESFNAVT RARAFAIETT | IEEIRIRIE.

Bk

EAAR

BAELIR

EA=

o MEMKE Pods ZHIEERZE : 21R Pods AT E 21 THRA , 20 Pending 3k
CrashLoopBackoff , TEARIEIREE(SEANIESE , % Pods A AREENELIN R 1k & EHAEE
R, FI20 Running . BEES , #MERA Pods B AE L EIT mERESHENAE.

o EATHPRRIEE | —& Pods 2IATEEMEBRABEN , SLHBELREMZR , 4
HAth Pods WEIEH KA. FEHEK Pods BiERT QERARMBIKER Evicted K

= Pods , SEARFEMMIABEES &K completed YRZ Pods, FEMERT , #ibRE
Pods BABFE.

AR XNTAEERS  REFTEBEEXNESFHDITEE | NEMBIFRXS MK
completed YK Pods,

BRAELIR


http://localhost:4173/container_platform/zh/

% Pods - Alauda Container Platform

1. 13 )\ Container Platform,
2. EEEME AL | #d Workloads > Pods,
3. (BEMHRR) fAEEMkk Pods M - > Mk , FFamA.

4. (=M EFEMER Pods , BEHFIR_EAFH BEE , FEIA.



2% - Alauda Container Platform

Q Alauda Container Platform Q

I/—’Q o
A Debug 7% {& F Exec 1
S R Bt AR
AEEEm B35t Pod %
FRZR

BRIEDR


http://localhost:4173/container_platform/zh/

4148 - Alauda Container Platform

0 Alauda Container Platform

I

%% Kubernetes B A M5 CAY : Containers 7,


https://kubernetes.io/docs/concepts/containers/
https://kubernetes.io/docs/concepts/containers/
https://kubernetes.io/docs/concepts/containers/
http://localhost:4173/container_platform/zh/

Debug A 25 - Alauda Container Platform

Q Alauda Container Platform Q

Debug Az% (Alpha)

Debug ThRele it 7 R%e. MERHESFHERTE , T ATANIETHIHELSR.

Bk

LR
EEEm
AR

BRAELSIR

SRHLIE

Debug ThEEBET IRETAZS (Ephemeral Container) SKHL, IIGEI Az 2 —F4FALAN S . 5
WHEBREZRIR, ETRUKIER A (Hl20 45 A-debug) RMEIBRAF , HFEXB BN
FRAER TR TAR., AEREEENBT LSRR (A B#HA) .


http://localhost:4173/container_platform/zh/

Debug A28 - Alauda Container Platform

Pods
________________________
. EXE @ Container C E Container C—debug ! XEC
________________________
EXE @3 Container B  — ; ) | EXEC
- &yl Lontainer Resource sharing 1 Container B-debug i ' .
= o i
________________________
EXE Container A—debug NEC

@ Container A

@ ConfigMaps @ Secrets @ Services

@ Load Balancers ® Ingress @ CRDs

\

FTEEM

e

Yo

o BTFBYERENRFARENATRFMIER RS , 1§55 LI8T Debug TIAE S AilERT

o 0o

!ﬁ\.ﬁ,ﬁo

o Debug ThEEE NG BRI A RIESAERIL , FEASEHER. wHEAEHT BT
SR, BRAEREH TR,

o MRBH/AMAET REOTIRRIRFER | BEIAEA Debug ThRE , FAXAIRESEA AWK
IKE.

M=

REE A EXEC ThRE A LER A RFIFH TR |, BERTHREETFNERRA , F2RHFHET I
AOEFHERERTHE (20 bash, nettools %) . ML , FikiA T AK Debug TRk
EBEUTHER.

- BEHE  MRLEAEHIE , BT EAFHNASL , AR R ERMTEE
ISP RIS,



Debug A 25 - Alauda Container Platform

o ECERM : R LHIHNL SRR RIFERNG | ErRER EER SN FA G TR E N
i, DABIEHEMBBMECE SR , FHE S BIFE1T.

BRAEDIR

1. ¥t \ Container Platform,

2. EEMSHAZF |, B TIETRER > A4,

3. FREIET 24 , B - > Debug,

4. EFERAMSEE.

5. (i) MRFAMIER FTEAN , TR VA,

UiBA : ¥14A1k Debug ThEEfa , RERSHRER , BEVERINIGHZS (H1I0 &5 A-
debug) BT,

6. ERPFNEAERITE , FFmREE.
R - B A AN 46BN JEEE R TARHERAE.

7. ERGRESE , RAPDAAEA.



{6 P Exec 3k A\ A 2% - Alauda Container Platform

Q Alauda Container Platform

{8 Exec Ht A B 25

B=x

BN ARFEASTR

e S5
BRAEDSIR

BT Pod AR
GIEr S5
BRIESIR

TN AREFHENS 2

BOTPMERA kubectl exec @Bt ABZSHKINTRSLE] , WTIE Web 558 EAFHITH ST

1RIE, BAh , BRI AR P E R ST HE I TIREFE B A N L AR R R B4+,

BIie St

o ERXHHEMINAER , BT OAFE tar TR, FERSHRIERGAR

BRAELIR

1. 13 )\ Container Platform,

£ Windows,


http://localhost:4173/container_platform/zh/

{6 P Exec 3k A\ A 2% - Alauda Container Platform

2. EEMSHAEF , adr A > MR,

3. mily AVAHEFR,

4. 13| Ttz It Rty EXEC > Pod £7K,

5. MINERERITHG S,

6. mifi ME , B Web =68 B O HHITHSITIRIE,

7. R CHEEE. A BRSO LRI A ST ; SERA TR NBE TR
HEME A S A RIAHAIA T AT

BIY Pod A\ A28

FEa]AfER kubectl exec & AR 2SMINERSB , WIMAE Web 3761 & & HHHITH ST
BRE. SN, AT DR AAMLE A SOHEThRETE B 25 N _EAE R R ESCH.

BT 51
. BEMTERELT.

o [FERAXEHEMINGER , BIRFWIMFE tar TR, FERRIHIRERGAFER Windows,

BIEDIR

1 FEEMSAET , Rt TYEfREK > Pods,

2. i 1> EXEC > B#H LK.

3. M NEHBHITHG S

4. (it MR , BE\ Web 1268 & A HPITH SITIRIE,

5. milr JCHHEH. A _EERAE RO LERIA S TG ; SERA TR WA TR
RS SC A RIA AR T 247
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Q Alauda Container Platform

(L]

WEE RS A AN

AR [R)
Y85 Crontab F/ix=

{# F¥5R - Alauda Container Platform


http://localhost:4173/container_platform/zh/

T EEMES AR - Alauda Container Platform

Q Alauda Container Platform Q

WE EFESAA RN

T BHES B E Il A ML SZ:F 55 A\ Crontab 3RiA=K.

Bk

| R
Y®E Crontab FKix=

P B [a)

B [RVAZHR AL « ASHhfif(A] - B2 = UTC

L JEaR BBl UTC Bffa) At Tt e

JERAT AN, LR EA UTC BHEJRETZER 8 /N, EH[EFEHR AN -
JERBE - 8 = UTC

) 1 JEREE] 9 k42 43, BRHR A UTC BfjE] : 42 09 - 00 08 = 42 01 , B} UTC BfEIAR =
1/ 4245,

A~ 2 ALERETRIR R 4 = 32 4y, #E#Al UTC B8] : 3204 - 00 08 = -68 03 , ANRLER At
o, RPR—X , EEBITIREEH# : -68 03 + 00 24 =32 20, BP UTC Kfja)hB—XKH
85324,


http://localhost:4173/container_platform/zh/

WEEREEfhA RN - Alauda Container Platform

%5 Crontab KX

Crontab AKX KEUETTRE : 240 /) F B B B, SSNHEBESTCEES N T -

o5 /N H A EH)

[0-59] [0-23] [1-31] [1-12] 5% [JAN-DEC] [0-6] 2% [SUN-SAT]

S N B A BH LAV AREIAF AL

o, BIRNRF , BTEEEME. Fla: 1,2,5,7,8,9 .

o - I AFEEERTEE, Bl 2-4 , F®IR2, 3, 4,

o+ AREBANNEER. B0 : BIEDHES , RoRFH4.

o / : ATIEEEMIEMEE. B0 @ n/m FoRM n FHA , SXIEM m,

MM T ASX -

w WG

o HiA\ 30 18 25 12 * FRJR 12 B 25 H 18:30:00 fhA{L%.

o MiA 30 18 25 * 6 FJK HRAKM 18:30:00 FHRESF.

o MIA 30 18 * * 6 F/N HAAM 18:30:00 HAKIESF.

o MIA * 18 * * * FRIX M 18:00:00 FHh, Hid—n4t (B 18:00:00) HAKIESF.
o WiA 0 18 1,10,22 * * FR/X EA 1. 10, 22 HK 18:00:00 fFARIESR .

o HIA 0,30 18-23 * * * FKIK &KX 18:00 F 23:00 (8], F/NHK 00 HF 30 4 fift
RIEF.

o AN * r/1 r r xRN B ERIES.
o MIN * 2-7/1 * * * TR 8K 2 A3 7 AzA, §5% MEES.

o« MiN 0 11 4 * mon-wed F/RN #A 4 HEEA—FEA=MN 11 7 MEIF.


https://crontab.guru/
https://crontab.guru/
https://crontab.guru/

5% - Alauda Container Platform

Q Alauda Container Platform Q

FGBEE

>

W
NS
|

Iy

RS 4 2= R)RE

WESHEY
H
Y 55
N
Tk
BT YAML 23 BT Web Ul &3
AR RT3 2 {AT B FAE AT % 2
B M BHE &M

18T YAML %3 Alauda Container Platforr {8 Web 5%l & %3 Alauda Container Platform Registry £}

B H/ENEL Alauda Container Platform Regi B /)& Alauda Container Platform Registry


http://localhost:4173/container_platform/zh/

5% - Alauda Container Platform

% FTERe

Common CLI Command Operai Using Alauda Container Platform Registry in |

&% Registry Registry Access Guidelines
KR RN 4 Z B AR Deploy Sample Application
PRSI AN 4 == RIAUR Cross-Namespace Access

IR Best Practices

HE G Verification Checklist

Troubleshooting
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Q Alauda Container Platform Q

I

ME., FEEIERSERERFRENRFARERMOEY . Alauda Container
Platform(ACP) 12t T —/"&Sttat. STHENNERSNEGRCERS , BENAFRBT2E
BERSEGEEINEIRER , AU TFEARNNNAT A, FEERAFEAR (CIUCD) kM
EREIMAL.

Alauda Container Platform Registry /& E &R TFE L2+ , ABERTHMNIIOLIBEREEZ G
FE, #RIETERBNFEUME. ERMHEE R ESHHNNENARIGES.

Bk

OS2 A
WE ST

A

23

8

WRHR

FEN S5 2 =a)ke s

EAFE A%z — , Alauda Container Platform NERGZE & CES T AAREITES
FNED , R FARUNIFANEMERES , MRGGEUERN T 24,

iR &z —2E T Namespace HZiERE SETE. 7£ Registry |, BB CERRG
Z TR, XEKEETA 62 TEEFA] LA %48 2 T BRI “Xis , NEldr 4


http://localhost:4173/container_platform/zh/

48 - Alauda Container Platform

T2 [ERFRGROAREIRE | FRAERIGEIHIRAN.

NESHA

Alauda Container Platform Registry BIAE-SIRBWLHIRE SR ACP FEAELKAESIRINAL |
SAHLT 4k 2 dn 4 R RES)

TAUE

RFZBainFE (2F&_ LK CIUCD ks, BaiiZ{E55F) JoFH A Registry 4HP R
MK FERD, B8 T & RAREAEALEH THHRAE (BIa0E AT AR MHHK APl Token, £
B\ BB ASE) . BT CL siE th T Aijjr) Alauda Container Platform Registry B , 1#
SR BIARFEEERESIEE ServiceAccount Token SRERIEBRIAGE.

XX

AU HIER & A& RIS, X Alauda Container Platform Registry 54516 FEf Pull 5,
Push AR , BURT A 7k ServiceAccount ZEXt A #5 4 ZS[A] N FTHRA B & f A MR,

o« BEFIT , HhA2TERMBERITAA LA RELENFGXG R TE THEBZCEK Push
0 Pull %R

o HitdhZTRIKAreFBish 2 TRNEGGNE - , SHERG R TRKEE R BRIR
FHNMAR (FI20181T RBAC 45 AVFIIEGEGHIAR) |, AR ARRG 2 T ENKNSR.

o BT & TRBEBBIHRT v & TRARGHIRS , IfHR2eM , BRRERRME
C

B
Alauda Container Platform Registry iz MEE :

o JHERIA : REBELERGEE  THEERECE.
o RIHVIA) @ SHFEBRRSNBTIRIE,
o TR : 1R RBAC AL G IHAEN.



4148 - Alauda Container Platform
o =AM - BT ESIHHICRIE AR SELSME.
o HFRAN  FESWVIMNEHRIE , A% SLA{RIE.

N Ft5 =

o RERIE . ERREARFNIERACEAR , NRN AL,
o WEH : MWGERRHETEHENTRTEGROE.

o WIRMAA : FEEMIEFIARANRN , BT &M Source to Image (S21) ARERTEL
YEIRBETT.



2% - Alauda Container Platform

0 Alauda Container Platform Q

IR

BT YAML 23 BT Web Ul &3
{aT B R AT % 2 (AT BH{sE FAE AT % 2
GIE - as BHE &M

18T YAML %3 Alauda Container Platforr {8 Web 5%l & %3 Alauda Container Platform Registry &}

BB FT/ENEL Alauda Container Platform Regi % H1/#1# Alauda Container Platform Registry


http://localhost:4173/container_platform/zh/

JBiT YAML %23 - Alauda Container Platform

Q Alauda Container Platform

Bd YAML %

B=x

fATRS (s AR % 2

B &RM

1B1d YAML &3 Alauda Container Platform Registry
BAEDER
fLES%

WHRFER

Uk

5 H1/ENE Alauda Container Platform Registry
]
ENEK

A EHE R 7% 2

HWERT :

o A% Kubernetes £MVANR , IRFFahiENES&A .

o FEEMIVIRIFME (NAS. AWS S3. Ceph %) HIAFLREIRE,
o FTEXT TLS., ingress SHTHKL EITHIRIIAE.

« FETEAEN YAML USHISEKEE.


http://localhost:4173/container_platform/zh/

B YAML %% - Alauda Container Platform

AU 561

o ¥ Alauda Container Platform Registry & B HEI B AR R,
o BCELT kubectl , BEME VIR H 4R Kubernetes S3%,

o BEHARERTUERIRNEREHE RAUR.

o FREXRTIEMEIEA (5120 registry.yourcompany.com) B 54
o RMEBFIE NAS 776 (5120 NFS, GlusterFS %)

o (ML) EMBWM S3 7% (AN AWS S3. Ceph %) . INRIRBIAMN S3 174% , Al
ERHNFEE MinlO (NE S3) 3L #B3E MinlO,

B YAML 3£ Alauda Container Platform
Registry

BRAEDIR

1. fl3E—/ 4% A registry-plugin.yaml f¢] YAML BCESC# , NAERIT -


http://localhost:4173/container_platform/zh/configure/networking/functions/create_domain.html
http://localhost:4173/container_platform/zh/storage/storagesystem_minio/installation.html

Bid YAML &3 - Alauda Container Platform




JBiT YAML %23 - Alauda Container Platform

apiVersion: cluster.alauda.io/vilalphal
kind: ClusterPluginInstance
metadata:
annotations:
cpaas.io/display-name: internal-docker-registry
labels:
create-by: cluster-transformer
manage-delete-by: cluster-transformer
manage-update-by: cluster-transformer
name: internal-docker-registry
spec:
config:
access:
address: ""
enabled: false
fake:
replicas: 2
global:
expose: false
isIPv6: false
replicas: 2
resources:
limits:
cpu: 500m
memory: 512Mi
requests:
cpu: 250m
memory: 256Mi
ingress:
enabled: true
hosts:
- name: <YOUR-DOMAIN> # [WME] BENIEEZ
tlsCert: <NAMESPACE>/<TLS-SECRET> # [WH] @344 %5[A]/Secret £#k
ingressClassName: "<INGRESS-CLASS-NAME>" # [WAH] IngressClassNam

insecure: false
persistence:
accessMode: ReadWriteMany
nodes: ""
path: <YOUR-HOSTPATH> # [/AH] LocalvVolume Zihpgiz
size: <STORAGE-SIZE> # [WAME] 77fEA/ (420 1061)
storageClass: <STORAGE-CLASS-NAME> # [JAH] StorageClass &k
type: StorageClass



JBiT YAML %23 - Alauda Container Platform

s3storage:
bucket: <S3-BUCKET-NAME> # [WME] S3 HREFR
enabled: false # AHFEREAN false
env:

REGISTRY_STORAGE_S3_SKIPVERIFY: false # E&ZuULHEEH true
region: <S3-REGION> # S3 [Xig
regionEndpoint: <S3-ENDPOINT> # S3 Uim
secretName: <S3-CREDENTIALS-SECRET> # S3 EiE Secret

service:
nodePort: ""

type: ClusterIP

pluginName: internal-docker-registry

2. RIBMR B E X AT TR

spec:
config:
ingress:
hosts:
- name: "<YOUR-DOMAIN>" # {5120 registry.your-comp
any.com
tlsCert: "<NAMESPACE>/<TLS-SECRET>"  # #l2] cpaas-system/tls-
secret
ingressClassName: "<INGRESS-CLASS-NAME>" # {§l4]] cluster-alb-1
persistence:
size: "<STORAGE-SIZE>" # Bil70 1061
storageClass: "<STORAGE-CLASS-NAME>" # {5120 cpaas-system-stor
age
s3storage:
bucket: "<S3-BUCKET-NAME>" # 520 prod-registry
region: "<S3-REGION>" # {5140 us-west-1
regionEndpoint: "<S3-ENDPOINT>" # {5120 https://s3.amazona
WS .com
secretName: "<S3-CREDENTIALS-SECRET>" # M%& AWS_ACCESS_KEY_I

D/AWS_SECRET_ACCESS_KEY [ Secret
env.
REGISTRY_STORAGE_S3 SKIPVERIFY: "true" # BH&ZZuFHiEEHR "true"

3. tnfaffYiE S3 4R Secret :



JBiT YAML %23 - Alauda Container Platform

kubectl create secret generic <S3-CREDENTIALS-SECRET> \
--from-1literal=access-key-id=<YOUR-S3-ACCESS-KEY-ID> \
--from-literal=secret-access-key=<YOUR-S3-SECRET-ACCESS-KEY> \

-n cpaas-system

¥ <S3-CREDENTIALS-SECRET> #5# A#RM) S3 135 Secret ZFR,

A RBECEN ARIER

kubectl apply -f registry-plugin.yaml

spec.config.ingress.hosts[0].name

spec.config.ingress.hosts[0].tlsCert

spec.config.ingress.ingressClassName

spec.config.persistence.size

spec.config.persistence.storageClass

UiA

FBF0a]
registry 1
T SUBA4

TLSiEH
Secret 5|

(=
[8]/Secret £
9]

registry i
Ingress X4

registry H7F
AR/

registry 1§/
34

StorageClass

BR

NI

registry.yourcompany.com

cpaas-system/registry-

tls

cluster-alb-1

10Gi

nfs-storage-sc



spec.config.

spec.config.

spec.config.

spec.config.

Fouk

s3storage.

s3storage.

s3storage.

s3storage.

1. ERBIPRS

JBiT YAML %23 - Alauda Container Platform

bucket

region

regionEndpoint

secretName

WiBA

S ZEAEEN
S3 %R

S3 g
AWS X3

S3 fREima
URL

A5 S3ER
i) Secret

NI

prod-image-store

us-west-1

https://s3.amazonaws.com

s3-access-keys

kubectl get clusterplugininstances internal-docker-registry -o yaml

2. BIF registry Pod :

kubectl get pods -n cpaas-system -1 app=internal-docker-registry

5 #1IE)E; Alauda Container Platform Registry

ST

1€ global E£##HITA T4 -

kubectl edit -n cpaas-system \

$(kubectl get moduleinfo -n cpaas-system -1 cpaas.io/cluster-name=<CLUS

TER-NAME>, cpaas.io/module-name=internal-docker-registry -o name)
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ENZK

£ global &3 HITAT 64 :

# <CLUSTER-NAME> B2k FTERER B R

kubectl get moduleinfo -n cpaas-system -1 cpaas.io/cluster-name=<CLUSTER-
NAME>, cpaas.io/module-name=internal-docker-registry -o name | xargs kubec
tl delete -n cpaas-system
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Q Alauda Container Platform

1B Web Ul 3

B=x

ATEfE AL 7% 2

[iE7E S

{# B Web 5% & %3 Alauda Container Platform Registry &34
BRAEDTR
IUE

5 HT/ENE Alauda Container Platform Registry

AT AL A A 2
FERIGE

o BEAE , WiFsl SR, TR EIRE,

o FRAEFTNRPHRERLSIUERE .

o E%AIR Kubernetes 2 KHIBA , FREHAKIBIEIRFE,
o BER/IMLERIKIZR (B2 , BOAFHEECE) .

o ELAHMLRECE , FUFRE ingress MUK,

« FERCE StorageClass PSS 7] AtE.

NMEFERSR

o AT TESRFME (40 S3 F7E) BLE.
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o THEHFTE ingress MNIMMLEACE

A 2

o {#M Cluster Plugin#l#l| , 3 Alauda Container Platform Registry & #Hi4t L= FIH v
.

{5 Web &% & &3 Alauda Container Platform
Registry & #Hi

BRAEDIR

1OERIFHN B L TE,
2. |mifi Marketplace > Cluster Plugins , 3t \ Cluster Plugins 33X H.
3. X%/ Alauda Container Platform Registry &8 , i Install , #F A\,

4. IRBATSEORARLE SR , =i Install STAERE.

SEORAANT

e A

ERE , EE XA IR T GG G TN E . IRMEFAER
REeNK , FEEEA.

Expose Service

Enable IPv6 LERHE A IPv6 BARMLSES |, f5 AL,
JaF Expose Service B , it & NodePort DA AR % H SN A
NodePort ,
Registry,
Storage Type TR FEZERY, 4FSERY © LocalVolume #1 StorageClass,
Nodes BT Registry lRFHIT R, BTHRGEBINE. ((NHFEEIA

LocalVolume BB F)
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¥ ViR

14% StorageClass, HaIAMHEIT 1 8 , FEFEL RWX
StorageClass (ReadWriteMany) BENMITFME (R0SCHFFENME) MRIES R AME. (1N
17288 A StorageClass BB F)

Storage Size HEC4 Registry RIFBERE (84 @ Gi) .
Bl & Registry Pod BIEIA%K :

Replicas e LocalVolume : EGA 1 (E5E)

 StorageClass : ZA 3 (F[A%)

Resource . _ st
£ M Registry Pod f] CPU N1 &iIREK KR,

Requirements

Fouk

1. # )\ Marketplace > Cluster Plugins , FAfR{ERS /R4 Installed,

2. REfEHEIREEFNE.
3. &1 Registry Address , 1§ Docker & P TR AIHEE AR E.

= HTIEIEL, Alauda Container Platform Registry

SR ALES | R WAESOFEREXT Alauda Container Platform Registry $i{4F3H7 8 FTaENEiR
E.
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Q Alauda Container Platform Q

(L]

Common CLI Command Operai Using Alauda Container Platform Registry in |

&3k Registry Registry Access Guidelines
KR PNy 4 ZE AR Deploy Sample Application
PRSI AN d 4 == EIAUR Cross-Namespace Access

IR Best Practices

HIXGFB Verification Checklist

Troubleshooting
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Q Alauda Container Platform Q

Common CLI Command Operations

Alauda Container Platform j2{its5 44T LE , L /5 Alauda Container Platform Registry 3%
., NTE—LE BRENGSRE :

{RIXEEEH Alauda Container Platform Registry AR $-HBiE2A registry.cluster.local , B %45
{ERAn & =B my-ns,

TFIXAIAR IR S 2REX kubectl-acp it , R H B IEMIRAEEMIIEF,

B=x

% 3% Registry
MR A s 4 2 1A AR
FBRSS WK AR N s 4 25 RIAN AR
I

HEIXHG

%% Registry
BT ACP JCBFEHM Registry.,

kubectl acp login <ACP-endpoint>
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R PR INgs 4 = [RAR

R A e 45 2SR EAN R .

kubectl create rolebinding <binding-name> --clusterrole=system:image-pull

er --user=<username> -n <pnamespace>

MR PR Ines 4 TEIAHEIE AR .

kubectl create rolebinding <binding-name> --clusterrole=system:image-push

er --user=<username> -n <namespace>

PRS- MK A0 44 2 [R]AN PR

FIARS MK AN e 48 7S (R ERAN R .

kubectl create rolebinding <binding-name> --clusterrole=system:image-pull

er ——serviceaccount:<namespace>:<serviceaccount—name> -n <namespace>

FIAR S MK AN a4 7S RIHEIX AR

kubectl create rolebinding <binding-name> --clusterrole=system:image-push

er --serviceaccount=<namespace>:<serviceaccount-name> -n <namespace>

FE B

M Registry HIBURGEISENED (H121AT Pod #iE)
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kubectl acp pull registry.cluster.local/my-ns/my-app: latest

kubectl acp pull registry.cluster.local/shared-ns/base-image: latest

A S SKUEETEE brdn & T RIS HFFEAIR , A/ M Registry HEURE.

HEXH B
AR R SR BRI Registry SRS 4 2,

HERFERERRGSITLHR (20 docker) KAMGTGITANE (tag) HEMK Registry ()
Hoht A a4 2[RRI,

docker tag my-app:latest registry.cluster.local/my-ns/my-app:vl

kubectl acp push registry.cluster.local/my-ns/my-app:vl

BImFReE %A P 5B H#E% ) Alauda Container Platform Registry HIFEE 64 256,

kubectl acp push remote.registry.io/demo/my-app:latest registry.cluster.1l

ocal/my-ns/my-app: latest

Zin S SWUEELE my-ns f & TAINKSHAHEERIR | KB AMITIRERGE R LEE
Registry,
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Q Alauda Container Platform Q

Using Alauda Container Platform Registry

In Kubernetes Clusters

Alauda Container Platform (ACP) Registry 3k Kubernetes TEfTEIR (RSN A RGBS,

Bsx

‘ Registry Access Guidelines
Deploy Sample Application
Cross-Namespace Access

Example Role Binding
Best Practices
Verification Checklist

Troubleshooting

Registry Access Guidelines

o HEF(FERANERDNL - T EMAEEREMRTRNEGR , SRERUE AERENE RSk
internal-docker-registry.cpaas-system.svc , DAB{RR{ERIMNEMREFF B R NER
SMNEREEE

o SNERHIBHERIZE ¢ SMIBARISREZ (40 registry.cluster.local ) EERTF :

o SERFSNIBRSBHEXAER (AT RAZALEE. CICD RL)
o BREVIREMRNERSNDIRIE
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Deploy Sample Application

1. 7£ my-ns @&ZTEFBIELAN my-app KN,

2. B B EEAEEMFRMAL internal-docker-registry.cpaas-system.svc/my-
ns/my-app:vil ,

3. GG L T AP BN ServiceAccount 2 B FNECE imagePullSecret , FBT (8]

internal-docker-registry.cpaas-system.svc Ri4E{%&.

R4 Deployment :

apiVersion: apps/vi
kind: Deployment
metadata:

name: my-app

namespace: my-ns
spec:

replicas: 3

selector:
matchLabels:
app: my-app
template:
metadata:
labels:
app: my-app
spec:
containers:

- name: main-container

image: internal-docker-registry.cpaas-system.svc/my-ns/my-app:vl
ports:

- containerPort: 80806

Cross-Namespace Access

AT RHF my-ns I FRIEL shared-ns MI4E1R , shared-ns HIETE RA]ABIRE A GAE8E
PUE T HNEBGR.
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Example Role Binding

kubectl create rolebinding cross-ns-pull \
--clusterrole=system:image-puller \
--serviceaccount=my-ns:default \

-n shared-ns

Best Practices

o JEMFRFER : TREMIAA(ER internal-docker-registry.cpaas-system.svc
Mt%uﬂtﬁzo

o SETRRE : FIRGLTRREERSIEIFRReEMEGEHE

o {FRHETHLTRINEEMBRIZIL . internal-docker-registry.cpaas-

system.svc/<namespace>/<image>:<tag> ,

o VilalEH] - B A AL EIHE G2 TR A FH ServiceAccount iaIAR .,

Verification Checklist

1. BF my-ns AERIA ServiceAccount BI4EGARIAUE :

kubectl auth can-i get images.registry.alauda.io --namespace my-ns

=system:serviceaccount:my-ns:default

2.30UF my-ns FREAFHESESRIAR

, IHIRE

kubectl auth can-i get images.registry.alauda.io --namespace my-ns --as

=<username>

Troubleshooting
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FBIBFE R : F Pod MIBFH imagePullSecrets B A IEAACE .

URTELE : WHfR A FEk ServiceAccount £ #ran 4 T EHRE LERH ASIE.

POZ&[A)E - BUEMLR SRR MRS ECE | MHIREEIEREINENEMR.

DNS fi#rek W : BT =R _EM /etc/hosts XHNRNA , R internal-docker-

registry.cpaas-system.svc [ DNS fi#ATHCE (7.

o WAFTT K Jetc/hosts BLE |, MR internal-docker-registry.cpaas-system.svc
DNS fi## L%

o JEMTRIRSZIRLGT/RBI (internal-docker-registry fR %5 ClusterlP)

127.0.0.1 localhost localhost.localdomain
10.4.216.11 internal-docker-registry.cpaas-system internal-docker-reg
istry.cpaas-system.svc internal-docker-registry.cpaas-system.svc.clus

ter.local

o WN{A[%kBEX internal-docker-registry 4§j ClusterlP :

kubectl get svc -n cpaas-system internal-docker-registry -o jsonpath

='{.spec.clusterIP}'



S2| - Alauda Container Platform

0 Alauda Container Platform

R

A
N
Source to Image #:&
W OIhRE
R OASS
N Rt
1 AR

A

L4 Alauda Container Platform Builds

[IE e

BAELIR

23


http://localhost:4173/container_platform/zh/

S2| - Alauda Container Platform

BeHi

TIRETEra

BB AR A2 Y A
TEYIBE

R

AR A

HAESTR

TR

How To

1B IS ARG A5 N

[IE = Se

BAELIR



48 - Alauda Container Platform

Q Alauda Container Platform Q

I

Alauda Container Platform Builds 2 R ERR# A RENFEERSTR , ERT
Source to Image (S2I) BE N SBIRKE. EBIXIFZMRIEES (£ Java, Go,
Python #1 Node.js) £ B3] CI/ICD k& , IIRMW =FAEZ IR, t4h , Alauda Container
Platform Builds 2] fl LKA HAEIE , 35 Kubernetes [R4T A4 Helm F GitOps 3R
BEERL , IR NI RBNE IS LY A & BRI ETE.

Bk

Source to Image #:&
W LERE
RS
IAEERS5 =
15 FRBR

Source to Image &

Source to Image (S21) & —F WIRARSHME ] R FFGN TAM TR, BRNARIEA
R ARITE LM RGT |, SFEINTHE. ITAFLE  REERTEITHREREER.
XHITRE A UEZ T ETWSABITA , MAFR OB ST,
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Alauda Container Platform Builds {€3 7 NRIBEINV BRI BRAETIER , XIFLIESHE
M4 AHAEIE, BF A Kubernetes [RARE TG IR BB AT IZI TR 254514 , MR TT4E
EREITENFEETET.

o ZIESHMIIE X3 Java, Go. Python # Node.js & ZFRFIES N MR |, HEZ L
KFFAEK.

o AIALMLAE  IREEMKFE , FEERNE, RENEENEES  TRREREAE
.

o £AGEHIEIE | B NIRRT EIN AEE N4 B, SSHME, BEMELENE
I ETE,

o REEM : 5%/ Container Platform f=FATtas & /% , 1R A KL,

o SY RM  IFEREMEHEFY E , LUK R BRI EEK.

RS

o MERIFA : MUMEIRE , MR AZTEE.

o MERRRIEM | ST L FRIDE S N,

o RITWEK : BINUMBMIEZERTE , BOATT.

o IREAEN  REFANRZE RSN RAEE , ETHREHE.

N A7

S2I MERNMRIZRWT :

o Web VB

i

S2| XFFLFMYRFEES , N Java, Go, Python #1 Node.js, {&Bh RE=BHRTFE KNV
IBgES , REm ARBAE URL , BN uRMEFIEZEE Web N,

e CI/ICD

S2I 5 DevOps K& T4 5 R , A Kubernetes JRAET A% Helm 0 GitOps B &Mt
MR SEERFE , SIS A AT
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{52 FRPR 1

WHTHRAMY X #F Java, Go. Python 1 Node.js 5.

l WARNING

AIe 514 : Tekton Operator ILEFEEE A OperatorHub ] A,
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Q Alauda Container Platform

IR

ZIE Alauda Container Platform Builds

[IE e

BRAEDIR
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2% Alauda Container Platform Builds - Alauda Container Platform

Q Alauda Container Platform Q

Z4E Alauda Container Platform Builds

B=x

| wHRAM
BIEDIR
2% Alauda Container Platform Builds Operator

4% Shipyard 3245

FuF
A 2

Alauda Container Platform Builds 28 R ESZARTE IRER—=% ST H , &SR THE
(324F Source to Image) FIN FAAIiE.

1. THEERMFEILELH Alauda Container Platform Builds fxFTiRATER, MR
Kubernetes & B ¥ k&% Tekton Operator , N —i#2 T,

2. FJH violet CLI TEY% Alauda Container Platform Builds f%1 Tekton & _L{ZZ H#x
&3, BXER violet HEMRBA , F5H CLI,

BRIEDIR

%% Alauda Container Platform Builds Operator
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2% Alauda Container Platform Builds - Alauda Container Platform
1. 8x%Fa , SME FaEE Im.
2. |y 115 > OperatorHub,

3. X% Alauda Container Platform Builds Operator , |7 %3 , Fidt\ &% TMHE.

ALE S -
¥ WEFICE
JE Alpha : ZRAMMEREA alpha,
hR A VBB ERThRAN
TIENR &3 — Operator FENMEHNTAEGLZT AT HLE | DUEHITFICIENE
= I AMmEREREIRS AL
BERE . “ . o _
- #7E  BEI{ER shipyard-operator iy & %8 ; ANRAFFE | HENEIE.

HIEEL F .
FHRR e F3 : 4 OperatorHub A FARAHT

o TR BRERALBTRIT.

4. 75 T TE , EEBARE , i &% |, 5T Alauda Container Platform Builds
Operator &3,

¥ Shipyard 341

1. ;i 1% > OperatorHub,

2. 332 LM Alauda Container Platform Builds Operator , SH1ZE Fra 4.

3. |y BUEESKAI #R4 , FERIRX IS R Shipyard R f,

4. ERGIZHWECENE , BRIFARIEESK , BT MERIGARE.

5. il AU,
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\
LAt

o SBIRTNEIREST , TUTEAF "20 744" 51 ZE Container Platform > iV > W[ 3mdf
BUEE,

o WNAZEEERT) BIT(LREAIE D ; BEEF , Alauda Container Platform Builds A3 2 A%
Iy, eI U B eE N A FHAEH S21 k.
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0 Alauda Container Platform

£33

7O\ 7 a\
|: | —croate—> | )
\5_'_/ \._../

ACP Builds TaskRun

L

/ — 7 —\ /omo\

\/ — (@)~
vt

v

/ VOPINN
Ilﬂ] | —Pusn—> | |uu| '

G{:ntamer Image
Image Registry

EREE% (S21) 86 hiEiT Alauda Container Platform Builds 3&/EF Sl , AFET Git BF

IRARLENE A SR G E R R E MR GIEMR. R OAMEE

¢ Alauda Container Platform Builds 32/ : B inZisiE 4 ap B HAF 1A Tekton &

&,
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o Tekton &i& : BIT Kubernetes JRAERM] TaskRun BWFEHIT S21 TIEIRAE.
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BRI AR AI N

B=x

TEDE
s
AR
HRAESTR
ARXIRtE
Ao

ETRINRE

o WARILEE URL iR S21 /A , HIRAIHE AR EITR AN,

o YIRARLEMES , BT AAREA L Rebuild 3#1F | —HEHNVARA.

U

o Tt T NAREZMFHR N BKRAE.
o [RRFFRNRIME , TR T A4,
o IREATMMARITENEAEEE  ETEM. NHHER,
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B R4

o BT EE Alauda Container Platform Builds,

o FENEBERE ; TR |, EIRAREHE R TR I Alauda Container Platform
Reqistry,

BRAEDIR

1. £ Container Platform & , 13t A\ Application > Application,
2. mif Create,
3. 1%&F¥ Create from Code,

4. ZZ AT SERATTRECE.

i
‘ ¥ VAR
bE
(e
ol o FAKEM  EREEMEITFABENBA Y RTME MR EE ;
& SRy A+ GitLab, GitHub #0 Bitbucket,
/2

o WA ERAREREITFEHAREE URL,

S
H oy Bak RIS ST E T RAME £ 7K.
B %5
TEH
" VRS N\ IRA RS RL 6 FEHAE
ARASAR

XFEFETABEETHNX. AFESRTAZENA, K

R

o YRRATRMRAN IS , (USTFRERATED X TR IR AU N
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o YIRAIMRAARERIRZES , BOANERARL G P R
AT, AR B R HABIRA,

AERRARE R , EAMEK_ETXER.

FRMAIVRID G ER |, TTIRIBEEERIIAIL Secret,

- BERERBESBITIMNE, KBUEM S21 WARNGSG , TZRT
B IR A RS TN A .

o X #FH Builder $5%/83F% : Golang, Java, Node.js 1 Python,

R SRAMRENSITIMERAE , BERNAIRFIETT,

BRIFEY Build ARMZNAES. GARBUIFENLESR
RHRMZRE , FFRARTETAREITR. BERENT :

1. &% Alauda Container Platform Builds 761% Shipyard 325 , &
SLAEAERERRRIR , 20 ClusterBuildStrategy , RE ARAEW AR
AR, AR SRS EMESE , WMSZHF Source-to-
Image (S2I) ¥z, ¥FES N : &3 Alauda Container Platform
Builds

2. 15 LR SRR AR A5 E A0 Build KBV RIR | TEEMIE R, M
2. BABREE, MEGRGReCESFHEXER.

3. 4% BuildRun SRV RIRAUREN AAMEESA] , PRARAMZITFE.

4. 4% BuildRun f5 , RSB WA XTIV ) TaskRun &IRLHI, %
TaskRun 3KXfifit& Tekton pipeline #3EFA1E Pod BUTHIEEIRFE.
Pod fata sk T4E , B4E - FEEDG FEF )RR,
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IGBURARILTCIFE I ASE

FF Alauda Container Platform Builds 358 AThEE , SRILM Java JRCRDEIA15E N FI)
BATFE , A(EN FBEEBTE Kubernetes FARBUARSBOETT.

B=x

HIIR 5T

BAEDIR

AR 51

EEFANThREZ BT , RHR -

o BT EE Alauda Container Platform Builds

o A AR EGRECE. MRIXE , BIKAETHE R#HITL I Alauda Container Platform
Registry

BRAEDIR

1. £ Container Platform # , 535 Applications > Applications,
2. B 17 Create,

3. 1%&$* Create from Code,
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4. IRIBA T SETARECE

e HEICE

2R : Input

©FE URL : https://github.com/alauda/spring-boot-hello-world

AKELE

7R Build

FHoE RAREHER,

Application : spring-boot-hello-world
A £Z®R : spring-boot-hello-world

BIRRS - (EFHROAME.

(S-S BirigHd : 8080

5.3 EE$¥5 , mif Create,

6. AJ1£ Details WEEE XN N RS,
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apiVersion: vi
kind: ResourceQuota
metadata:
name: a
namespace: to-import
spec:
hard:
requests.cpu: "1"
requests.memory: "500Mi"
limits.cpu: "3"
limits.memory: "1Gi"
apiVersion: vi
kind: ResourceQuota
metadata:
name: b
namespace: to-import
spec:
hard:
requests.cpu: "2"
requests.memory: "300Mi"
limits.cpu: "2"
limits.memory: "2Gi"

S\ to-import @ABTMEG , XHZTAKEELLTEA default f ResourceQuota :

apiVersion: vi
kind: ResourceQuota
metadata:
name: default
namespace: to-import
spec:
hard:
requests.cpu: "1"
requests.memory: "300Mi"
limits.cpu: "2"

limits.memory: "1Gi"
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