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RE IR

IR ALB Operator

1. plEE—1 &R

helm repo add alb https://alauda.github.io/alb/;helm repo update;helm
2. search repo|grep alb

3. helm install alb-operator alb/alauda-alb2

Hh& ALB 31

cat <<EOF | kubectl apply -f -
apiVersion: crd.alauda.io/v2betal
kind: ALB2
metadata:
name: alb-demo
namespace: kube-system
spec:
address: "172.20.0.5"
type: "nginx"
config:
networkMode: host
loadbalancerName: alb-demo
projects:
- ALL_ALL
replicas: 1
EOF

X etV
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cat <<EOF | kubectl apply -f -
apiVersion: apps/vil
kind: Deployment
metadata:
name: hello-world
labels:
k8s-app: hello-world
spec:
replicas: 1
selector:
matchLabels:
k8s-app: hello-world
template:
metadata:
labels:
k8s-app: hello-world
spec:
terminationGracePeriodSeconds: 60
containers:
- name: hello-world
image: docker.io/crccheck/hello-world: latest
imagePullPolicy: IfNotPresent
apiVersion: vi
kind: Service
metadata:
name: hello-world
labels:
k8s-app: hello-world

spec:
ports:
- name: http
port: 80

targetPort: 8000
selector:
k8s-app: hello-world
apiVersion: networking.k8s.io/v1
kind: Ingress
metadata:
name: hello-world
spec:
rules:
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- http:
paths:
- path: /
pathType: Prefix
backend:
service:
name: hello-world
port:
number: 80

EOF

IMAEARAT AR curl http://${ip} WVARNXNA.
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PUFRENT ALB FEH NARE,

Auth

Auth B —FH7EIFRENESKIRIR ST L BIRITE B IIEIME]. B RVFIRTE ALB o — L HE 54
®iE , MAFTEESN EiRiRkSHSUESFHRIELEE.

THEEZ KT ALB Auth,

X £& 4B
ALB 2R AER B AR FFRICT @ host LR AER AN R 25 LR AR,
Host &R

HEEATREMER , 5T REF 1P mtigH.

FHAET , BB ERSET R0 , TTHin A RETESH AR A 45 AR ET R AL,
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apiVersion: crd.alauda.io/v1l
kind: Frontend
metadata:
labels:
alb2.cpaas.io/name: alb—demoe
name: alb-demo-00080 @)

namespace: cpaas-system

spec:
backendProtocol: "http"
certificate_name: "" Q
port: 80

protocol: httpe
serviceGroup: e
services:
- name: hello-world
namespace: default
port: 80
weight: 1@0@

1. WA |, 58 Frontend fT/EA) ALB 3K451,
2. %= $alb_name-$port .
3. A $secret_ns/$secret_name .

4. Frontend BS& MY,

e http|https|grpc|grpcs AT L7 {{IH,
e tcpludp T L4 RIHE,
5. %F L4 IR , serviceGroup BWE ; XF L7 38 , serviceGroup E0[EM. HiEK

ZI5KES , ALB &5 IUAC 5% Frontend KEXHIFLA , R UESRADLACAATAL B | A
S¥EKEEAZE Frontend iCEHFEEIZMA serviceGroup

6. weight BCEEATHRIEMMAGEAEE L.

l NOTE

ALB Y0 ingress 3¥Bzh413# Frontend 3¢ Rule, source FEXENINT :

1. spec.source.type BB{YXFHF ingress .

2. spec.source.name & ingress Z#R.
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3. spec.source.namespace it ingress #p& = (8],

HABRIR
o L4/L7 #BE

o Keepalive

Rules
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apiVersion: crd.alauda.io/v1l

kind: Rule

metadata:
labels:

alb2.cpaas.io/frontend: alb-demo-OOOSOQ
alb2.cpaas.io/name: alb-demoe

name: alb-demo-00080-test
namespace: kube-system
spec:
backendProtocol: ""e
certificate_name: "" e
dslx:
- type: METHOD
values:
- - EQ
- POST
- type: URL
values:

STARTS_WITH

- /app-a
- - STARTS_WITH
- /app-b
- type: PARAM
key: group
values:
- - EQ
- vip
- type: HOST
values:
- - ENDS_WITH
- .app.com
- type: HEADER
key: LOCATION
values:
- - IN
- east-1
- east-2
- type: COOKIE
key: uid
values:
- - EXIST
- type: SRC_IP

values:
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- - RANGE

- "1.1.2.1"

- "1.1.1.100"
enableCORS: false
priority: 4 e
serviceGroup: 6

services:

- name: hello-world
namespace: default
port: 80
weight: 100

1. MR, FEIRAFLNIAT B Frontend,
2. MR, 1RSI BT /R ALB,

3. [A Frontend,

4. [@) Frontend,

5. ¥ B MR MBS,

6. [A] Frontend,

dslx
dslx B2 —FMIB34FEE S , B THIAILAC &4
Fan , FERIFLILACHE B AT BT S HRESK ¢

e URL A /app-a =% /app-b 7k

» BEKAIEA POST

 URL ¥k group BB vip

e Host X\ .app.com 45

o Header 7 LOCATION H{EA east-1 g% east-2
o TF1E4 7 uid B cookie

e JRIP#£1.1.1.1 3 1.1.1.100 SuEN
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dslx:
- type: METHOD
values:
- - EQ
- POST
- type: URL
values:
- - STARTS_WITH
- /app-a
- - STARTS_WITH
- /app-b
- type: PARAM
key: group
values:
- - EQ
- vip
- type: HOST
values:
- - ENDS_WITH
- .app.com

- type: HEADER
key: LOCATION
values:

- - IN
- east-1
- east-2

- type: COOKIE
key: uid
values:

- - EXIST
- type: SRC_IP
values:
- - RANGE
- "1.1.1.1"
- "1.1.1.100"

T E b &
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4. WHLNIED B B AR S P IEFE— pod IP , B3EREER X pod,

Ingress

Ingress f& Kubernetes IR , B TR E KNV R ARS .

Ingress Controller

182 Ingress RIRFEEERAIRE IR S HFERF.

ALB

ALB 2—# Ingress controller,

7£ Kubernetes &84 , I MER alb2 RiF#EE{E ALB, RAJRUMFER kubectl get alb2 -A
BEEHTHEA ALB,

ALB HR FFahtliE. &1 ALB EECH IngressClass, #I%# Ingress B , ATRUET
.spec.ingressClassName FEXFEERMI Ingress controller £M83Z Ingress.

ALB 3<fi
ALB 1R HFIE{TH) Deployment (£ pod £A%) . G4 pod #h—A ALB .

F ALB SKBIATAMEESK | {BRTA KB ZR— ALB ) Frontend (FT), Rule R HBACE.

ALB-Operator
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ALB-Operator ;2B EIARIE R M , £ ALB ¥ operator, E4RHE ALB ¥R G153/ F/
f% Deployment K #Hx< &R,

Frontend ({##R FT)

FT & ALB BE XHIRIR , ATaRR ALB KB EITAimA .,
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ALB-Leader B2 FT H’1FR

1. 202 Ingress BUEFS , G132 FT 443 (HTTPS) .
2. 203R Ingress JoUEH |, A1 FT 80 (HTTP) .

RULE

RULE 2 ALB BE XMEIR , YERZELT Ingress , (B ALK,
RULE Me—%Et—4 FT,

RULE ®JPAEH ALB-Leader B FFEhBIE .

ALB-Leader 62 RULE HITELL,

1. [A# Ingress %) RULE,

ALB Leader

EZA ALB SLfIR |, 21582 H —4 leader,
Leader Taig :

1. ¥ Ingress #5425 Rules, A Ingress FHE/NE12 612 Rule,

2. BIEE Ingress EEEM FT, 440 , Ingress BIEPEGIZE FT 443 (HTTPS) |, JouFHBE 42
FT 80 (HTTP) .



T fi% ALB - Alauda Container Platform
H
MALB AEE , WA R —Heb & TIE,
PRATAFE ALB FECE—PERZ M

14 ALB Leader ¥ Ingress #5#: 4 Rules i , £ 288~ BT E K4 TR Ingress,

HABEIR

o BCE Load Balancer



T fi# MetalLB - Alauda Container Platform

Q Alauda Container Platform Q

T fiZ MetalLB

B=x

ENG
MetalLB {5 7] F JRiE
MetallB 3&4% VIP A&ZT R %
SMERHBIE D ST R E
EAK
Rz FR7R A5
HABIR

\ N\
ANE
N 1t

B3 IP ik (VIP) &2 MetalLB A LoadBalancer Z5ERYINER IR RS ECH 1P i
ik, SNSRI E VIR E RN ARSI S — AR A.

VIP

HHHEMTEMY (ARP) FTRMLEEH) 1P LRSI EIEESER Z A MAC il
k.,

ARP

%% ARP (GARP) 2—FMEEk ARP 5K , BFBAIME T EAY & IP #h
GARP 5 MAC HiltIZRE X . 5 ARP ERA[E , GARP A& FHEL , &2
EIEEEAIRE L F,


http://localhost:4173/container_platform/zh/

T fi# MetalLB - Alauda Container Platform
y N1 tER

MetalLB fRI—MA#H , tasgidid 48, VIP HMT@J%“,ME@ MAC #3ik kBN, ARP &

ARP K, YT mHES VIP BER B ARP VESKRRES R ) MAC Hidik, &

Responder AN S EE— ARP Responder M N X EESK | 3% VIP BRI Sl
MAC #h3ik,

MetallLB fI—MAMF , TSt MMl EhE S BC VIP AT LoadBalancer 267!
Controller FIPSEREEE. Controller L‘ﬁﬂﬁ%ﬁi#WWE%EEE%UEWHIJB%%# DUER BN
BRBVIP,

MetalLB f—MAH |, IRIBRBESEIARET mEBHAZ VIP 341X GARP,
Speaker TR RENRE—ERNREBE , YEMT AR, HAT R T EE
VIP 341 GARP , \TSILS A,

MetalLB = 7] FHJRIE

Other subnets or
extranets

Accessing
VIP
Y T T .,
: Kubernetes Cluster
Gateway : MetalLB
Node establish a mapping Select IP
relationship between VIP and MAC Address External IP
MAC Address Table ' (Controller Component Pool

Avallable | /o ‘MAC address of Access from other :
Node 1 Node 1 subnets or extranets : Assigning VIP to Service
Nodo sstaish a mapping Spesker proactely “Loadbalancer ype Serce (V)
relationship between VIP and MAC sends GARP | S [ et M
Load VIP
through :
Igorithm !
ARP Speaker ARP Speaker ARP Speaker :
Responder Responder) [— Responder [—
¥ A .
' N M
Nodes in the same subnet 4 MAC MAC MAC
Access from f
MAC Ao Tl same suone s (Kapo-Proy | (Kaworory ] | | [Kuoroy)
Available |\ " TMAC address of ;
Available Node 1 Available Node 2 Available Node 3

FAIAER MetallB 1) ARP 123, BARSCHURFEANFIEANT

o MetalLB [ Controller 2B NSNS EFE—AN IP il |, 1 Fc4s LoadBalancer 25K
NEPESEREA VIP,
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o MetalLB R B/AER—N] T mAEZ VIP , HFELRE.

o % R L) Speaker LHEFEFNA X GARP , FEFTE T m[BIEIL VIP 5 MAC HitiERR 5t 5%

« F— TIPS RATHAN VIP STFIT X MAC HHEOIREY IR | Y1) VIP IR EHE S
RB{E.

o NEFMHT RS RERBERIATMARK , FHEMERTAR VIP KT R
o BIXTRRERIER , MetalLB 1%4% A — 0] BT mURER VIP , WIMERES T,

o MEBZEAT ARG , Kube-Proxy &% imE AZXT N Pod,

MetalLB 1%&3%F VIP AT R E L

MetalLB XJ f1H XF /MBI o] FITT 5 VIP 3T % |, FRIB S EIAHEF | 633 —
AN AER VIP UAZT A,

SR ST R E

BIESMIBHIIE IR AT R, FIA RN RATFENR KRR , BB AR VIP )77 [T U
KINE , BAIZIMNBHIEF FTE VIP KEERiRE.

TEAK

ANRA : SMNERHBIE ¥R E = ceil(n-vip | n-node) , H7F ceil FRIRxm_EEUEE,

IR  AEREIL , NEHEE = SN EE * n, Ak n BIAKT 2, RZ AHF
TREE.

e n-vip : /K VIP # =,

e n-node : FTIRENT RO A VIP =,

& F7R6)
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NG 10 4 VIP | TR AR 54 VIP | i — AT s | At
HE R T R

AT
RPN SN AN PO AN BT AT A

o BNTATRRZAR 5D VIP , BEIRE— MM AL 5 4 VIP , JFi 10 4> VIP
BRI SN,

o AF—ATRBEEERES MMIEFEE—PEE VIP KT RM— &0 R, RN
SMNERE R B A AT A

HAB BT IR

o BUEESNED IP M

o f17E BGP Peers
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0 Alauda Container Platform Q

P OB

IAME Ingress-nginx FiZFEAME TCPIHTTP {
BRI EAMER LN (A
iR S HH ingress-nginx i CRD
BN A
HRIEN ]
#% Ingress ER ModSecurity /~[E] Ingres:
HARINIE AiE Etxt L4 (TCP/!
AN B Ei5H L7 (HTTF
cR eSS
ALB #55KH) Ingress /R RN
Ingress-Nginx IAMEAR <RI A ThAE HTTP &€
EE 5 Ingress-Nginx RFEAKF
B
CRD
FBETEI A L
GatewayAPI
OTel
N7
SR
HIR
MXBRME

i es


http://localhost:4173/container_platform/zh/

1% UMBEZ: - Alauda Container Platform

[L=wN.]]



Q Alauda Container Platform

Bk

(AR
EFER
EAE
T ARIAIE
SFFRIAIET 7%
INERCE 7%
IANUEZERALIE
PREAIT]
#hE ALB
FCE B4R Ingress
Eoalls
#8% Ingress T
HARINIE
MEMRER
auth-url
auth-method
auth-proxy-set-headers
MR N FIESRARTER
auth-response-headers
cookie 418
BEMERIMEKREE
auth-signin
auth-signin-redirect-param

auth-request-redirect

JAILE - Alauda Container Platform


http://localhost:4173/container_platform/zh/

JAIE - Alauda Container Platform
EAINUE
auth-realm
auth-type
auth-secret
auth-secret-type
CR
ALB 455K Ingress 738
auth-enable
Ingress-Nginx JAUER XA EABThEE
global-auth
no-auth-locations
FE 5 Ingress-Nginx R 3EAKE

HUEHER

) sl ik
L R A FAT

o NER—FHLH) , BTEBKRENARKIRIRS 2 BT TE MR, " XA1E ] DAE itk
EANER —FEEKENASKIRAR S Z BT SRS,

o "EAWSEIE ALB Eo—AINE , MITHESN ARG RIANEZHE, " XAER]
PARRIAE AT ALB B —2EAE , TRES N sSSP SINAEZE.,

2. BAANBIE

o "ARAECENERBURREERITA CERTHAIAL) " XA UEBHthERE A 7]
MECEINER BUBREERITH , ERATHAIAL. -~

3. MR MElE -

« "auth-response #l app-response #pa] LLXE cookie, " X/A1EA] DA BARAHh 5B “auth-
response F1 app-response #BA] AR E cookie , BRIABIA T , REY app-
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response.success AR , auth-response.set-cookie A4 &3 £ cli-response.set-

cookie, ”

EIFER

TAUE

EAMS

T AR IAE

NER —FEEKENAKIRR S BT TR HRIERNE]. E RIFE ALB EL—42 AL , T
FHEESN iRk FSINALEZEE.

XFFHNAUEFTIA
ALB XHBFEEHMIAUESIE ¢
1. 3 KINE (SMERAE)
o MAAMIMAIERR S A EEKABAER PS5 145,
o EALER  FEEZHIAIEZE |, #I20 OAuth, SSO %,
o T{EIRFE :
1. B PiESKEIK ALB
2. ALB B ANIEE R A ZINERS

3. NIEAR IR [RI%IELER
4. IRIFNIELERIRE R B VIR Ja i AR 5

2. A A\E (Basic Authentication)

o ET P2 MR R RIAENLS).
o ERR : HBRRKVIRNES), FTFRERIP,



JAJE - Alauda Container Platform
o TEIRAE :
1. B FAESREDX ALB
2. ALB BRI A P&
3. SEERIAEE S THLSS
4. NRFUEB , W AEKE fRiniR S

WIERCE A7k
1. £ FAnAUE

o £ ALB EHITECLE , ERATHERS
e 1f ALB B} FT CR F#{TELE

2. AR ANAE

o TE4FRE Ingress HIZIHTELE
o TEFFENN_E3HITRCE
e AIUEELRINEAE

3. ZRIAIE

o FIRPRRERRIZZ AL

o BIHFRMHITECE : alb.ingress.cpaas.io/auth-enable:

o EANPEMLES CR ITRCE

TAUEZGRALIE

o NEAZE  EREWH R E Rin RS .
o JAERM @ IR[E] 401 KITASE R
o AMECEIAMERMERNEERITA , @BATHEAIAL.

"false"
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£/ ALB BLEHEANAILL

HhZ& ALB

cat <<EOF | kubectl apply -f -
apiVersion: crd.alauda.io/v2
kind: ALB2
metadata:
name: auth
namespace: cpaas-system
spec:
config:
networkMode: container
projects:
- ALL_ALL
replicas: 1
vip:
enableLbSvc: false
type: nginx
EOF
export ALB_IP=$(kubectl get pods -n cpaas-system -1 service_name=alb2-aut
h -o jsonpath="'{.items[*].status.podIP}');echo $ALB_IP

Ao & %4AF0 Ingress



JAILE - Alauda Container Platform

# echo "Zm9vOiRhcHIXJHFJQO5aNjFRJIDJIpb29pS1ZvVQU1tcHIXMjU4LONOUDE=" | base6
4 -d # fo0:$apri1$qICNZ61Q$2i00iIVUAMmMprg258/ChP1

# openssl passwd -aprl -salt gICNZ61Q bar # $apri1$qICNzZ61Q$2i00iJVUAMmprq
258/ChP1

kubectl apply -f - <<'END'
apiVersion: vi
kind: Secret
metadata:
name: auth-file
type: Opaque
data:
auth: Zm9vOiRhcHIXJHFJQ05aNjFRJIDJIpb29pS1ZVQU1tcHIXMjU4LONOUDE=
apiVersion: networking.k8s.io/v1
kind: Ingress
metadata:
name: auth-file
annotations:
"nginx.ingress.kubernetes.io/auth-type": '"basic"
"nginx.ingress.kubernetes.io/auth-secret": "default/auth-file"
"nginx.ingress.kubernetes.io/auth-secret-type": "auth-file"
spec:
rules:
- http:
paths:
- path: /app-file
pathType: Prefix
backend:
service:
name: app-server
port:
number: 80
END

Fouk
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curl -v -X GET -H "Authorization: Basic Zm9vOmJhcg==" http://$ALB_IP:80/
app-file
curl -v -X GET -H "Authorization: Basic XXXXOmJhcg==" http://$ALB_IP:80/
app-file

F85% Ingress T

Ingress-nginx £ X T —ZRINERECEINES FRRAEA T, DUFE ALB STIFRIERS IR
Hep "VRIRFF | "X"RRASHF

o X \ o
a3 N KR &I
T
W& htp ERSH1T
forward-auth caps
HRINIE
nginx.ingress.kubernetes.io/auth-url % string
nginx.ingress.kubernetes.io/auth-method % string
nginx.ingress.kubernetes.io/auth-signin % string
nginx.ingress.kubernetes.io/auth-signin- ]
_ Vv string
redirect-param
nginx.ingress.kubernetes.io/auth- .
Vv string
response-headers
nginx.ingress.kubernetes.io/auth-proxy- )
v string
set-headers
nginx.ingress.kubernetes.io/auth-request- i
_ v string
redirect
nginx.ingress.kubernetes.io/auth-always-
v boolean

set-cookie
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X X X
R N it &
T

nginx.ingress.kubernetes.io/auth-snippet string
: BT A A AR R
basic-auth g
BHATIAE
nginx.ingress.kubernetes.io/auth-realm string
nginx.ingress.kubernetes.io/auth-secret string
nginx.ingress.kubernetes.io/auth-secret- .
string
type
o _ "basic" or basic: 3 #F aprl
nginx.ingress.kubernetes.io/auth-type ) .
"digest" digest: A~ ¥F
auth-cache
nginx.ingress.kubernetes.io/auth-cache- )
string
key
nginx.ingress.kubernetes.io/auth-cache- )
. string
duration
FERRE RIS RIFIE
auth-keepalive K, BI—RIFRS
ERFFIEERAITTA
nginx.ingress.kubernetes.io/auth-
) number
keepalive
nginx.ingress.kubernetes.io/auth- "true” or
keepalive-share-vars "false”
nginx.ingress.kubernetes.io/auth-
] number
keepalive-requests
nginx.ingress.kubernetes.io/auth-
number

keepalive-timeout
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g X \ .
R N it &
TJ’
LIESKA https B,
auth-tls ~ R
SNBAIFUET,
nginx.ingress.kubernetes.io/auth-tls-secret X string
nginx.ingress.kubernetes.io/auth-tls-verify-
X number
depth
nginx.ingress.kubernetes.io/auth-tls-verify- .
. X string
client
nginx.ingress.kubernetes.io/auth-tls-error- )
X string
page
nginx.ingress.kubernetes.io/auth-tls-pass- "true" or
X
certificate-to-upstream "false"
nginx.ingress.kubernetes.io/auth-tls- )
X string
match-cn
NS \
L, RN
client alb auth-server app
% FRimEsK (cli-request)
alb %3KEl auth-server (auth-request)
P auth-server [8]& 200 (auth-response)
Rz sk R
) Rz ARz
B B U
client alb auth-server app

MRER


https://github.com/kubernetes/ingress-nginx/blob/main/docs/user-guide/nginx-configuration/annotations.md#client-certificate-authentication
https://github.com/kubernetes/ingress-nginx/blob/main/docs/user-guide/nginx-configuration/annotations.md#client-certificate-authentication
https://github.com/kubernetes/ingress-nginx/blob/main/docs/user-guide/nginx-configuration/annotations.md#client-certificate-authentication

JAJE - Alauda Container Platform
¢ nginx.ingress.kubernetes.io/auth-url
¢ nginx.ingress.kubernetes.io/auth-method
¢ nginx.ingress.kubernetes.io/auth-signin
¢ nginx.ingress.kubernetes.io/auth-signin-redirect-param
¢ nginx.ingress.kubernetes.io/auth-response-headers
¢ nginx.ingress.kubernetes.io/auth-proxy-set-headers

¢ nginx.ingress.kubernetes.io/auth-request-redirect

nginx.ingress.kubernetes.io/auth-always-set-cookie

XU RIIR T £ R E X auth-request, app-request 1 cli-response FT{HKIIEHL.
MM RER
auth-url

auth-request (¥ URL , {HA]DLEATE,

auth-method

auth-request I77%.

auth-proxy-set-headers

B A&/ ns/name H] ConfigMap 31, ZRAIBIAT , FIBEKE cli-request BSKERR &%
%) auth-server , A[183d proxy_set_header FCEMINKER., PATKEBENASHAIX -

X-0riginal-URI $request_uri;

X-Scheme $pass_access_scheme;
X-0riginal-URL $scheme://$http_host$request_uri;
X-0riginal-Method $request_method;

X-Sent-From "alb";

X-Real-IP $remote_addr;

X-Forwarded-For $proxy_add_x_forwarded_for;

X-Auth-Request-Redirect $request_uri;
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MR FVESKAE R TER
auth-response-headers
BEANESHRNFRE , AFIRITESE BB auth-response 5 A\ app-request, 7R~ :

nginx.ingress.kubernetes.io/auth-response-headers: Remote-User,Remote-Nam

e

1 ALB %k ic app-request B , Remote-User #1 Remote-Name &£ & £ auth-response fK3kE0
EP o

cookie 4MH

auth-response #1 app-response #A] L% E cookie, ERIABEILT , R B app-
response.success A AN} , auth-response.set-cookie F4&FHZE cli-response.set-cookie,

RIZH always-set-cookie

1X{&/8 app-response.set-
cookie

BEMERMEREE

%4 auth-server & [A] 401 B , ZKATATIALE cli-response FREEE MK , PSRN EZEEE M
FI| auth-signin 154 URL FH{TEE,

client alb auth-server

& Pk (cli-request)

v

alb iK% auth-server (auth-request)

auth-server [21& JF 200 K7 (auth-response)

_ IEAERBIFRT | alb BE cliresponse (A1EEE M) location k)

<

client alb auth-server

auth-signin
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BEE— URL , 355 cli-response H#] location k.

auth-signin-redirect-param

K% URLFERSHNEFR , Bl rd, NRER URL AEETFEESEEZH auth-signin-
redirect-param , alb ¥ BINKRINASE. SEHEHRER
$pass_access_scheme://$http_host$escaped_request_uri , BFIEKEREIZEK URL,

auth-request-redirect

1t auth-request Fi&E x-auth-request-redirect 3k,
A S \
EAJAUE
FEANIER RFC 7617 7 PR FPAESFE, KETFEAT :

client alb

& Fumigsk (cli-request)

K ETESK T KA 4 AN RS

<

cli-response

client alb

auth-realm

SHRFFXIF AR -~ B cli-response (] Www-Authenticate kP realm . WWW-

Authenticate: Basic realm="$realm"

auth-type


https://datatracker.ietf.org/doc/html/rfc7617
https://datatracker.ietf.org/doc/html/rfc7617
https://datatracker.ietf.org/doc/html/rfc7617
https://developer.mozilla.org/zh-CN/docs/Web/HTTP/Headers/WWW-Authenticate#realm
https://developer.mozilla.org/zh-CN/docs/Web/HTTP/Headers/WWW-Authenticate#realm
https://developer.mozilla.org/zh-CN/docs/Web/HTTP/Headers/WWW-Authenticate#realm

JAIE - Alauda Container Platform
INEA SRR, BAMUIFEAIAL.
auth-secret

P2 MEmpKFES| A , #8308 ns/name,

auth-secret-type

BT FHZERY

1. auth-file : Z4AMEIRINE & —/M2 "auth” , F{HA Apache htpasswd XK FRFE. Bl
i

data:
auth: "userl:$apri$xyz..."

2. auth-map : ZEHARBIFEFHREMERTZ—IAFE  BEANRERZRSS (REAFEH0
htpasswd #&=) . 50 :

data:
userl: "Sapri$xyz...."

user2: "S$aprigabc...."

AR BRMGSIHER aprl B4 K htpasswd RN EREE %,

CR

ALB CR B/ ARMSIAUEM KHIECE T , 7] PAFE ALB/Frontend/Rule CR tECE. TE1Z1THT ,
ALB £% Ingress _EHTER R RN,
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auth:
# EANERLE
basic:
# FHE ; W nginx.ingress.kubernetes.io/auth-type: basic
auth_type: "basic"
# FHE ; W nginx.ingress.kubernetes.io/auth-realm
realm: "S2fRij[a]"
# FHS ; W nginx.ingress.kubernetes.io/auth-secret
secret: "ns/name"
# F%% ; W nginx.ingress.kubernetes.io/auth-secret-type
secret_type: "auth-map|auth-file"
# HARNEELE
forward:
# fn/RME ; X nginx.ingress.kubernetes.io/auth-always-set-cookie
always_set_cookie: true
# FHE ; XN nginx.ingress.kubernetes.io/auth-proxy-set-headers
auth_headers_cm_ref: "ns/name"
# FHE XN nginx.ingress.kubernetes.io/auth-request-redirect
auth_request_redirect: "/login"
# % S nginx.ingress.kubernetes.io/auth-method
method: "GET"
# FHE ; X nginx.ingress.kubernetes.io/auth-signin
signin: "/signin"
# FRE X nginx.ingress.kubernetes.io/auth-signin-redirect-param
signin_redirect_param: "redirect_to"
# [157%% ; % nginx.ingress.kubernetes.io/auth-response-headers
upstream_headers:
- "X-User-ID"
- "X-User-Name"
- "X-User-Email"
# FRE XYV nginx.ingress.kubernetes.io/auth-url

url: "http://auth-service/validate"

NIEAJ S XS A R TACE -

e AbCR K .spec.config.auth
e Frontend CR ] .spec.config.auth

e Rule CRE] .spec.config.auth

KR/ Alb > Frontend > Rule, #15RF CR kACE , N{EAX CR KALE.
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ALB 455k Ingress 8
#EALIE Ingress (ISR | ALB ARIEVERHIOB AT (RSER. (LSRN

e index.$rule_index-$path_index.alb.ingress.cpaas.io
e alb.ingress.cpaas.io

e nginx.ingress.kubernetes.io

XA AR RS Ingress-nginx [IFEA MR , FFEFFEMK Ingress K12 _EFEEINERLE.
auth-enable

alb.ingress.cpaas.io/auth-enable: "false"

ALB FMEFER , BTIEEEE N Ingress BFIAESEE.

Ingress-Nginx IAUEAE < E AR ThAE

global-auth

1 Ingress-nginx & , #XATPUEIS ConfigMap B2 RIAE. XABYTRETE Ingress ELEIA
WE. 7E ALB & , AT AFE ALB2 #1 FT CRs FECEIANE. BT FEMFL NP A X LACE .

no-auth-locations

£ ALB |, o PUBIT7E Ingress _EACEJER : alb.ingress.cpaas.io/auth-enable:
"false" SREXFIX Ingress HIIAMETHEE.

/EE : 5 Ingress-Nginx RN FEARE 9

1. N3Z$F auth-keepalive

2. "3Z#F auth-snippet
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3. A~ #F auth-cache

4. N #F auth-tls
5. EAINIE{N 4 basic , N3 #F digest
6. EATNE{NZHF aprl Bixk , INZHF berypt sha256 4.

i

AR

1. #67& ALB pod i Nginx BzsHE&

2. BB IR B X-ALB-ERR-REASON 3kIB
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Q Alauda Container Platform Q

%
=

Ingress-nginx jEfi#3E

B=x

EAE

T ingress-nginx JEfi#

22N A

ingress-nginx &£ Kubernetes F% A Ingress Controller , E M T HF L FfEASKILE 7 ingress
JE X Z SN FHTNRE.

Y +FH) ingress-nginx jEfi#

SFHBR (v x A

2R E-3in] XFF o Bhr X FFEE]IE
HRCESCHL)
nginx.ingress.kubernetes.io/app-root string X
o ingress N §F, alb
nginx.ingress.kubernetes.io/affinity cookie FWETECE cookie

hash

nginx.ingress.kubernetes.io/use-regex bool


http://localhost:4173/container_platform/zh/
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HHR

nginx.ingress.kubernetes.io/affinity-mode

nginx.ingress.kubernetes.io/affinity-canary-

behavior

nginx.ingress.kubernetes.io/auth-realm

nginx.ingress.kubernetes.io/auth-secret

nginx.ingress.kubernetes.io/auth-secret-type

nginx.ingress.kubernetes.io/auth-type

nginx.ingress.kubernetes.io/auth-tls-secret

nginx.ingress.kubernetes.io/auth-tls-verify-depth

nginx.ingress.kubernetes.io/auth-tls-verify-client

nginx.ingress.kubernetes.io/auth-tls-error-page

nginx.ingress.kubernetes.io/auth-tls-pass-

certificate-to-upstream

nginx.ingress.kubernetes.io/auth-tls-match-cn

nginx.ingress.kubernetes.io/auth-url

nginx.ingress.kubernetes.io/auth-cache-key

nginx.ingress.kubernetes.io/auth-cache-duration

nginx.ingress.kubernetes.io/auth-keepalive

"balanced" or

"persistent"”

"sticky" or

"legacy"

string

string

string

"basic" or

"digest"

string

number

string

string

"true" or

"false"

string

string

string

string

number

XEER (VIFEXAR
X o BRI FFEk )@
AL ESREL)

o ingress N3 #F, alb
HL AT AL E VR R ST

o ingress N3 #F, alb
AT AL E VR R ST

v auth

v auth

v auth

v auth
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ZHR

nginx.ingress.kubernetes.io/auth-keepalive-

share-vars

nginx.ingress.kubernetes.io/auth-keepalive-

requests

nginx.ingress.kubernetes.io/auth-keepalive-
timeout

nginx.ingress.kubernetes.io/auth-proxy-set-

headers

nginx.ingress.kubernetes.io/auth-snippet

nginx.ingress.kubernetes.io/enable-global-auth

nginx.ingress.kubernetes.io/backend-protocol

nginx.ingress.kubernetes.io/canary

nginx.ingress.kubernetes.io/canary-by-header

nginx.ingress.kubernetes.io/canary-by-header-

value

nginx.ingress.kubernetes.io/canary-by-header-

pattern

nginx.ingress.kubernetes.io/canary-by-cookie

nginx.ingress.kubernetes.io/canary-weight

nginx.ingress.kubernetes.io/canary-weight-total

nginx.ingress.kubernetes.io/client-body-buffer-

size

"true" or

"false"

number

number

string

string

"true" or

"false"

string

"true" or

"false"

string

string

string

string

number

number

string

XEE (VIFEXAR
X o i FFEk ] E
AL ESREL)

o auth
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ZHR

nginx.ingress.kubernetes.io/configuration-

shippet

nginx.ingress.kubernetes.io/custom-http-errors

nginx.ingress.kubernetes.io/custom-headers

nginx.ingress.kubernetes.io/default-backend

nginx.ingress.kubernetes.io/enable-cors

nginx.ingress.kubernetes.io/cors-allow-origin

nginx.ingress.kubernetes.io/cors-allow-methods

nginx.ingress.kubernetes.io/cors-allow-headers

nginx.ingress.kubernetes.io/cors-expose-

headers

nginx.ingress.kubernetes.io/cors-allow-

credentials

nginx.ingress.kubernetes.io/cors-max-age

nginx.ingress.kubernetes.io/force-ssl-redirect

nginx.ingress.kubernetes.io/from-to-www-

redirect

nginx.ingress.kubernetes.io/http2-push-preload

nginx.ingress.kubernetes.io/limit-connections

string

fint

string

string

"true" or

"false"

string

string

string

string

"true" or

"false"

number

"true" or

"false"

"true" or

"false"

"true" or

"false"

number

XEE (VIFEXAR
X o i FFEk ] E
AL ESREL)

o A[{FFf ingress [

default-backend

v redirect
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ZHR

nginx.ingress.kubernetes.io/limit-rps

nginx.ingress.kubernetes.io/global-rate-limit

nginx.ingress.kubernetes.io/global-rate-limit-

window

nginx.ingress.kubernetes.io/global-rate-limit-key

nginx.ingress.kubernetes.io/global-rate-limit-

ignored-cidrs

nginx.ingress.kubernetes.io/permanent-redirect

nginx.ingress.kubernetes.io/permanent-redirect-

code

nginx.ingress.kubernetes.io/temporal-redirect

nginx.ingress.kubernetes.io/preserve-trailing-

slash

nginx.ingress.kubernetes.io/proxy-body-size

nginx.ingress.kubernetes.io/proxy-cookie-
domain

nginx.ingress.kubernetes.io/proxy-cookie-path

nginx.ingress.kubernetes.io/proxy-connect-

timeout

nginx.ingress.kubernetes.io/proxy-send-timeout

nginx.ingress.kubernetes.io/proxy-read-timeout

nginx.ingress.kubernetes.io/proxy-next-upstream

number

number

duration

string

string

string

number

string

"true" or

"false"

string

string

string

number

number

number

string

XEE (VIFEXAR
X o i FFEk ] E
AL ESREL)

v redirect

v redirect

v redirect

v timeout

v timeout

v timeout
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ZHR

nginx.ingress.kubernetes.io/proxy-next-

upstream-timeout

nginx.ingress.kubernetes.io/proxy-next-

upstream-tries

nginx.ingress.kubernetes.io/proxy-request-
buffering

nginx.ingress.kubernetes.io/proxy-redirect-from

nginx.ingress.kubernetes.io/proxy-redirect-to

nginx.ingress.kubernetes.io/proxy-http-version

nginx.ingress.kubernetes.io/proxy-ssl-secret

nginx.ingress.kubernetes.io/proxy-ssl-ciphers

nginx.ingress.kubernetes.io/proxy-ssl-name

nginx.ingress.kubernetes.io/proxy-ssl-protocols

nginx.ingress.kubernetes.io/proxy-ssl-verify

nginx.ingress.kubernetes.io/proxy-ssl-verify-
depth

nginx.ingress.kubernetes.io/proxy-ssl-server-

name

nginx.ingress.kubernetes.io/enable-rewrite-log

nginx.ingress.kubernetes.io/rewrite-target

nginx.ingress.kubernetes.io/satisfy

number

number

string

string

string

"1.0"or "1.1"

string

string

string

string

string

number

string

"true" or

"false"

URI

string

XEE (VIFEXAR
X o i FFEk ] E
AL ESREL)
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ZHR

nginx.ingress.kubernetes.io/server-alias

nginx.ingress.kubernetes.io/server-snippet

nginx.ingress.kubernetes.io/service-upstream

nginx.ingress.kubernetes.io/session-cookie-
change-on-failure

nginx.ingress.kubernetes.io/session-cookie-

conditional-samesite-none

nginx.ingress.kubernetes.io/session-cookie-

domain

nginx.ingress.kubernetes.io/session-cookie-

expires

nginx.ingress.kubernetes.io/session-cookie-max-

age

nginx.ingress.kubernetes.io/session-cookie-

name

nginx.ingress.kubernetes.io/session-cookie-path

nginx.ingress.kubernetes.io/session-cookie-

samesite

nginx.ingress.kubernetes.io/session-cookie-
secure

nginx.ingress.kubernetes.io/ssl-redirect

nginx.ingress.kubernetes.io/ssl-passthrough

string

string

"true" or

"false"

"true" or

"false"

"true" or

"false"

string

string

string

string

string

string

string

"true" or

"false"

"true" or

"false"

XEE (VIFEXAR
X o i FFEk ] E
AL ESREL)
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ZHR

nginx.ingress.kubernetes.io/stream-snippet

nginx.ingress.kubernetes.io/upstream-hash-by

nginx.ingress.kubernetes.io/x-forwarded-prefix

nginx.ingress.kubernetes.io/load-balance

nginx.ingress.kubernetes.io/upstream-vhost

nginx.ingress.kubernetes.io/denylist-source-

range

nginx.ingress.kubernetes.io/whitelist-source-

range

nginx.ingress.kubernetes.io/proxy-buffering

nginx.ingress.kubernetes.io/proxy-buffers-

number

nginx.ingress.kubernetes.io/proxy-buffer-size

t

nginx.ingress.kubernetes.io/proxy-max-temp-file-

size

nginx.ingress.kubernetes.io/ssl-ciphers

nginx.ingress.kubernetes.io/ssl-prefer-server-

ciphers

nginx.ingress.kubernetes.io/connection-proxy-
header

nginx.ingress.kubernetes.io/enable-access-log

- Alauda Container Platform

string

string

string

string

string

CIDR

CIDR

string

number

string

string

string

"true" or

"false"

string

"true" or

"false"

XEE (VIFEXAR
X o i FFEk ] E
AL ESREL)

o A[I@IT modsecurity
S EIEVES

o AJ 1@ modsecurity
SR EIEVES

o ZMAJEH
access_log , #&EE
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XEE (VIFEXAR

ZIR it 3XHF o B STIFE AT IE
HECERI)
nginx.ingress.kubernetes.io/enable- "true" or el
v ote
opentelemetry "false”
nginx.ingress.kubernetes.io/opentelemetry-trust- "true" or el
v ote
incoming-span "false”
nginx.ingress.kubernetes.io/enable-modsecurity bool v modsecurity

nginx.ingress.kubernetes.io/enable-owasp-core-

bool v modsecurity

rules
nginx.ingress.kubernetes.io/modsecurity- _ )

o string v modsecurity
transaction-id
nginx.ingress.kubernetes.io/modsecurity-snippet string v modsecurity
nginx.ingress.kubernetes.io/mirror-request-body string X
nginx.ingress.kubernetes.io/mirror-target string X

nginx.ingress.kubernetes.io/mirror-host string X



TCP/HTTP {#351%#£ - Alauda Container Platform

Q Alauda Container Platform Q

TCPIHTTP {R¥rE%

22N A

1. ALB RO KA TRITERECE . KBCE A AERT R T,

2. RINERKATE B S ALB Z[H] , TAZ ALB 5Jain (A SR,

3. AHREET Nginx BLESKHL , FHFELECEREZWN , Nginx FEHSBHER.
4. TCP fRFFIESA HTTP fRIFIERZEM N A RHBEE :

1. TCP (RFFER 2 TCP UMY — Mt | B TR ERN E MR X RUEIER , UKEE
ERERMAFE. EANTRINHFEIEE.

2. HTTP {R¥nmEE (WFRAFAIERE) RFZSD HTTPIESKE AR — TCP i&E# , WMk 4
BALANERR T, XA E N ER A IR IR S T MERE.

CRD


http://localhost:4173/container_platform/zh/

TCP/HTTP {£3F1%#% - Alauda Container Platform

keepalive:
properties:
http:
description: TFif L7 {RIHi&EE
properties:

header_timeout:
description: {RFREHKEE,. ZNAKRKE,
type: string

requests:
description: {RIFEEER. BUIAEA 1000,
type: integer

timeout:
description: {RIREEZRE, ZIAER 75s.
type: string

type: object

tep:
description: TCPKeepAlive ENX TCP {#Fi&#5% (SO_KEEPALIVE)
properties:
count:

description: TCP_KEEPCNT EHZF%EM,
type: integer

idle:
description: TCP_KEEPIDLE EH:F1EM,
type: string

interval:
description: TCP_KEEPINTVL EH:F %M,
type: string

type: object
type: object

HBEfE Frontend spec.config.keepalive BCE.
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Q Alauda Container Platform Q

ModSecurity

ModSecurity 2 —/NFIRHK Web & ABFAAE (WAF) , BTERIF Web GRS BEHE.
RFFEM X4 |, TIFLMRIBIES M Web IR$85. FAREBHNES (ALB) XIFEE
ModSecurity , S8F7E Ingress KA TEIMACE .

Bk

A&
BRAESIR
FiE—  BRINiEAR
71ix= 1 BE CR
iEPSTL
A
ACE R

7N
A

owasp-core-

rules

iEA

OWASP Core Rule Set 2— M FFEMRNIE , TR LESE WK Web ¥
A%,


http://localhost:4173/container_platform/zh/

ModSecurity - Alauda Container Platform

BRAEDIR

B I 1) X N BEIRE) YAML SCHARINIEfRERECE CR SKECE ModSecurity,

XY YAML TR metadata.annotations FEEH AL T /A A2 ABCE ModSecurity,

o Ingress-Nginx 32+ fi#

JEa i

nginx.ingress.kubernetes.io/enable-

modsecurity

nginx.ingress.kubernetes.io/enable-

owasp-core-rules

nginx.ingress.kubernetes.io/modsecurity-

transaction-id

nginx.ingress.kubernetes.io/modsecurity-

shippet

o ALB #5iKIERR

F
]

bool

bool

string

string

=AY

Ingress

Ingress

Ingress

Ingress,
ALB,
FT, Rule

A

=)
ModSecurity,

J2 A OWASP

Core Rule Set,

RATARREMNE
SKIME—ZE 55
ID, EFHEIC
SRR

AVFRFHEAR
EX
ModSecurity fi,
B, USRS
&L HK,



ModSecurity - Alauda Container Platform

) \ @ \
R it WA
%

JE RS R

alb.modsecurity.cpaas.ioluse- ModSecurity LR ; &EH
bool Ingress N

recommend true ANAMEXHRE

Mg,

SIS ERCE , AlanEdTEE

ConfigMap 35| %12
alb.modsecurity.cpaas.iolcmref string Ingress

( $ns/$name#$section )

MFEEENREEE.

FiE— : BiE CR
1. 3TFFEEREM ALB, FT 5% Rule BCE 4.

2. {RIREELE spec.config TR TRER.

{ "modsecurity": {
"enable": true,
"transactionId": "$xx",
"useCoreRules": true,

"useRecommend": true,

"cmRef": "$ns/$name#$section”,

I

3. RIFFF N AECE .

HHR AR

ML)
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05K Rule FKACE ModSecurity , M&Zf M\ FT FERECE ; a0R FT PHIKBECE , NifE
F ALB FHALE.

MmNl

PATFRBIERE T —1 %K waf-alb M) ALB FM1I—N&A hello MIERARNA. RIKHERE T
—AN& K ing-waf-enable M Ingress, XEMXT /waf-enable PREIFECE T ModSecurity #L,
N, EFABEEERNSI test HABEAEFRE test HIEKEPSHIAL.
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ModSecurity - Alauda Container Platform

cat <<EOF | kubectl apply -f -
apiVersion: crd.alauda.io/v2
kind: ALB2
metadata:
name: waf-alb
namespace: cpaas-system
spec:
config:
loadbalancerName: waf-alb
projects:
- ALL_ALL
replicas: 1

type: nginx



N[ Ingress FARBIELE - Alauda Container Platform

Q Alauda Container Platform Q

A[E) Ingress PRI

Alauda Container Platform 373§ Kubernetes £ ARG H R Z F ingress =TT, ASCR4xT
T4 (Service. Ingress., Gateway API 1 ALB Rule) #H{TEbEr , #BNF P IERfdEd%.,

B=x

| &% L4 (TCP/UDP) B
3¢ L7 (HTTP/HTTPS) A%
Ingress
GatewayAPI

ALB Rule

¥TXf L4 (TCPIUDP) RE

LoadBalancer Z589f Service, Gateway AP| #1 ALB Rules #Fa] AT 4bREE L4 RE. XBEH
7#{¥ A LoadBalancer Z£8YK] Service Az, Gateway API 1 ALB Rules #pEH ALB SRIHY
ALB 2— R /EIAE | 7E403E L4 JRERT , HitAEMEPL LoadBalancer 287U Service &8

E T,

&3 L7 (HTTPIHTTPS) &

Ingress, GatewayAP| 1 ALB Rules #FRIAX4MNREEE L7 RE |, (EE(IIERENFIfREEE EFH
FRANIE],


http://localhost:4173/container_platform/zh/

N[ Ingress FARBIELE - Alauda Container Platform

Ingress

Ingress i2 Kubernetes #tXXBHFRHERNTT , #HEFEIEAZAERAR. Ingress BFEEHR
ETRH) ALB SIALIE,

GatewayAPI

GatewayAP| &t 7 B R /BN EES, , (BEMAEARK Ingress, 1B {#H GatewayAPI , FF
EANRATAIZBEC KIS ALB SofISkAMNE GatewayAPI #ILU, EI , INREEEY ALB 52
BRI EENRTIEL T AA R , NFEEEEFEFER GatewayAPI,

ALB Rule

ALB Rule (Ul 5Ff¥] Load Balancer) 27 &R AKIRELAHNFIZRZ KThEE. Kr L ,
Ingress #1 GatewayAP| #B2 183554 4 ALB Rules S€3HIH). #AM , ALB Rule Lt Ingress #
GatewayAP| B8 , EAREMHXIrAER API, EIE, , ZIVFE Ingress F GatewayAP| Joi%iw
B TRIER.
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Jo
1l

Q Alauda Container Platform

[TELIT

HTTP EE M

B=x

AR

CRD

Ingress Ji#
SSL EEMm

¥ H R A EE M)

WA GlEN D)

22N A

HTTP EEM 2 ALB fe it —TNRE, EREHEAILECHLNKEKIR @ —4 30x i HTTP RS
B, Location ¥ A THERE Fin 2 EMEIFT URL, ALB HF1Eum O AMANIE S 31 TE E M AC

B,

CRD


http://localhost:4173/container_platform/zh/

HTTP EE5EM) - Alauda Container Platform

redirect:
properties:
code:
type: integer
host:
type: string
port:
type: integer
prefix_match:
type: string
replace_prefix:
type: string
scheme:
type: string
url:
type: string
type: object

B e A MEA T 2 TECE

e HIUm: .spec.config.redirect

e HLNJ: .spec.config.redirect

Ingress jEfi#
TERE i

P F CR A URL , BOIARPRSERE

nginx.ingress.kubernetes.io/permanent-redirect .
A1 301

nginx.ingress.kubernetes.io/permanent-redirect-
ginng P ST CR P PR AHD

code

XF CR FH) URL , BUARRERRE

nginx.ingress.kubernetes.io/temporal-redirect .
7 302

nginx.ingress.kubernetes.io/temporal-redirect-

STVF CR FEHPMRSHY

code
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Ef# ik

SMNF CRHARAR , WA AREREA
HTTPS

nginx.ingress.kubernetes.io/ssl-redirect

SMNF CRHARAR , WA AREREA
HTTPS

nginx.ingress.kubernetes.io/force-ssl-redirect

SSL EEm

1. ssl-redirect 1 force-ssl-redirect fRIAR[E Z & 7ETF , ssl-redirect {X 4 Ingress 3845 A8 BI85 HIIE
BEFAER |, M force-ssl-redirect TTiE B BIEFEEPINAER,

2. 3 F HTTPS iw M , 2R RACE T ssl-redirect , MRS REEEM .,

SHORSIE A

LiEmHRANREEEMN |, fEFEKESRIEEERACEHTEREM.

Tl

il

=}

A2 51| &2 5E [7)

LBEMNEAECEETE @A , LAZAREEREARIEE M BB TERE M.
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Q Alauda Container Platform

L4/L7 #BH

B=x

EARE
CRD
HRETAE L
Ingress jfi#

S RARES

22N A

L4/L7 RS2 ALB @t —TNTheE , BEACE L4/L7 RIRRHE AR,

BT Lua WAL , FEHAEERUE FHEER Nginx.

CRD


http://localhost:4173/container_platform/zh/

L4/L7 #Hf - Alauda Container Platform

timeout:
properties:
proxy_connect_timeout_ms:
type: integer
proxy_read_timeout_ms:
type: integer
proxy_send_timeout_ms:
type: integer
type: object

LB AT AFERA T ERH TR E

Sy,

e BJ¥m: .spec.config.timeout

e FLI: .spec.config.timeout

NN EPN
AN

1. proxy_connect_timeout_ms: & X5 LIRS 28 B LERAB AT E], 2NRAELLES[RINTT
TREALER | ERE R,

2. proxy_read_timeout_ms: & XM LR S5 2R BUm R AR SR A, ZcGHR AR A) 2 2P R0
LEHNSEURIEZ [ARRER) , ARSI EEAMmA., ARV EPARRE IR | e C
Zil

3. proxy_send_timeout_ms: £ ¥[8 LIRS 2R XE KB E], SEEGRRAM , %iE
B B EMRESNE NREZ BRER] . aNRELCIRINTTEAR L IR | SRR,

\

Ingress JIfi#

TEfi# LS

nginx.ingress.kubernetes.io/proxy-connect-timeout St CR #f proxy_connect_timeout_ms



L4/L7 #8Ht - Alauda Container Platform

iR TP
nginx.ingress.kubernetes.io/proxy-read-timeout St CR #f] proxy_read_timeout_ms
nginx.ingress.kubernetes.io/proxy-send-timeout St CR # ) proxy_send_timeout_ms

Vi 1 2K R B

FaT A B xainO _EACE B , HRE L4 8ET,



GatewayAPI| - Alauda Container Platform

Q Alauda Container Platform

GatewayAPI

GatewayAPI| ~ & Kubernetes ingress f—IUHAR .

ALB 373 GatewayAPI, 4 Gateway RIREFL WL — ALB TR,

Listener #1 Router ¥ H#£4E ALB 4 | R/ Frontend F Rule .


https://gateway-api.sigs.k8s.io/
https://gateway-api.sigs.k8s.io/
https://gateway-api.sigs.k8s.io/
http://localhost:4173/container_platform/zh/

OTel - Alauda Container Platform

0 Alauda Container Platform Q

OTel

OpenTelemetry (OTel) —MFFEME , EEAENHRARS (WHIRSEHM) Tk, &
AN S E MR — M T B St AL B ALAR A, ERBNTTR & BRI TR
HEREANIT N , MR N FFE Fr(a) Bl A2 W AIA% IR .

Bk

A&
SRS
IR
R ALB ECE
HERERME
£ Ingress FECE OTel
1N AR PR OTel
R
s hnisBe
AR
=
ACE 7~

AV


http://localhost:4173/container_platform/zh/

OTel - Alauda Container Platform

ANE 1t EH

Trace IRAZE OTel FRF-ZSHFUE , B —HMAXEHTRENES , BTRES SR
AREHEKRIIMEN ; B4 Trace BZ /™ Span A,

Span Trace FH—/ MU IRET B4 |, BIFFFIARE), FFEERIAMEMMEREER.

OTel Server BEM IR ANTEAE Trace FUREHI OTel RS2 , 20 Jaeger, Prometheus %,

Jaeqer —MIFESHRNERAL , AT WIENHFEMRS M |, XRS5

g OpenTelemetry HI5E A,

Attributes MANZE] Trace 2k Span HIBMEXT , DUREESMA_LE T UERE. BIFEIREMR
Span BM ; BXEZIERE , ES N Attributes,

Sampler —MIRIELALE , BT RERABX Trace FHTEAEFRE . "TAECERRHIERAE

P Kb WA ERAE, HBIRAE,

PEMEEREIE T ] BT RS R E ; FAERNREIES

ALB (H—1 (ALB) B— 1FLERHRENES , SeBicE WITNEFEH OTel, ALB

REIMES) X Traces IRATEFEE W& | FAFRLEREHIRAERRS ; BEXEXFF
BLE 2 A7E Ingress 223 Traces,

FT (Him) ALB iz AACE , fecinH&AIMNACE.

Rule EimE (FT) EMBFN , BTILAHERA.

HotROD (I% Jaeger IERIRBINAFERF , BTIERDHANERNER ; BXRXEZFHGE

FEE) B , %% Hot R.O.D. - Rides on Demand

hotrod-with- BIMIRAEIEE HotROD NEMUARS AL ; BREZVFHAEE , B5%E

proxy hotrod-with-proxy -,

FeRFAF

o THRIRIEMER ALB 727E : B SERIIBM ALB , AL ALB FEFRA <otel-alb>
B, AR ALB HiitBH , i§3% Creating Load Balancer,

o MWH{RTEALE OTel FUREIRE RS- 23 « P FEBLEFRA <jaeger-server> .


https://github.com/jaegertracing/jaeger/tree/main/examples/hotrod
https://github.com/jaegertracing/jaeger/tree/main/examples/hotrod
https://github.com/jaegertracing/jaeger/tree/main/examples/hotrod
https://github.com/woodgear/hotrod-with-proxy/blob/master/services/frontend/best_eta.go#L53
https://github.com/woodgear/hotrod-with-proxy/blob/master/services/frontend/best_eta.go#L53
https://github.com/woodgear/hotrod-with-proxy/blob/master/services/frontend/best_eta.go#L53

OTel - Alauda Container Platform

Nij

Ix

FH ALB i E

1 EEFNET R L, A CL TEPIT T a4 AYwiE ALB BLE.

kubectl edit alb2 -n cpaas-system <otel-alb> # ¥ <otel-alb> F#t ASKlRrK
ALB ZFK

2. 7E spec.config FBHTRMUTFER.

otel:
enable: true
exporter:
collector:

address: '"<jaeger-server>"

request_timeout: 1000

SERUEHIRGIRCE

spec:
address: 192.168.1.1
config:
otel:
enable: true
exporter:
collector:
address: "http://jaeger.default.svc.cluster.local:4318"
request_timeout: 1000
antiAffinityKey: system
defaultSSLCert: cpaas-system/cpaas-system
defaultSSLStrategy: Both
gateway:

type: nginx
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3. PUTUA TS AREEH. FHE , ALB X ZIAGH OpenTelemetry , fTBE1ESK Trace (58
BEIREER Jaeger fRE25.

wq

FARIRAE

7£ Ingress FfLE OTel

o 2FEZH Ingress £ OTel

BEIACE R B7E Ingress LR OTel , ATRAE it Ki=AIAA N MAEFFHOEKIREN , BITIE
ERESRFERFIR S5 Z M E SRR A I RS &

X

Nij

7 Ingress [ metadata.annotations FE& N FACE :

nginx.ingress.kubernetes.io/enable-opentelemetry: "true"

SR

 nginx.ingress.kubernetes.iolenable-opentelemetry : 2% &X true B, FRIRN
Ingress =25 EALIEVESKES J5 A OpenTelemetry Zhae , X EMREEK Trace {5ERHUK
EIRE. BREAN false BHIRUIERN , FRREK Trace FERB A HEWESIRE.

o BFEkZEM Ingress L) OTel Trust

OTel Trust R5E Ingress 2 BEEFEAKRBENEKEN Trace 58 (640 trace ID)

Nij

X

7 Ingress [ metadata.annotations F£E& N FACE :

nginx.ingress.kubernetes.io/opentelemetry-trust-incoming-span: "true"
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S¥0n8

e nginx.ingress.kubernetes.iolopentelemetry-trust-incoming-span : 241X &4 true
B, Ingress FARE(E A CLFER Trace (58 , HEMRIFERF BN —RM , AW
AANEBER ARG T EMIBERM AT REMEREE., UREAF false B, B KERMN
HIEEREE , XAJRESBUEKRIEF N Ingress [N AFTRIE EREER—BRSy , MW
AR 55 BB BREL M

 7E Ingress LiRMNAFER OTel ALE

BECE BT X OTel KUTAFEIESH 7% , MEXARER Ingress RIRSH TN
PRI ER SR e Bl B ARE .

SR

7 Ingress [ metadata.annotations £E& R FACE :

apiVersion: networking.k8s.io/v1l
kind: Ingress
metadata:
annotations:
alb.ingress.cpaas.io/otel: >
{
"enable": true,
"exporter": {
"collector": {
"address": "<jaeger-server>", # ¥ <jaeger-server> FHi
FISRPRE) 0Tel ¥IEIRE RS 2SHbHE, 640 "address": "http://128.0.0.1:4318"
"request_timeout": 1000

SH0REA

« exporter : F5EWEM Trace BRI AIEE] OTel Unkezs (OTel BIEIRERSZS) .«
o address : fE5E OTel W& 25AGMALE,

o request_timeout : 515K A ATET(E],
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EN FAFEFH{ER OTel

UTFECERRT T8 OTel BLELH , A AT A7 Az P B RANER OTel ThAE,

FEEFETRLE  ER CL TARITUA T ar & RUREGTE R OTel BLELEM.,

kubectl get crd alaudaloadbalancer2.crd.alauda.io -0 json|jq ".spec.versi

ons[2].schema.openAPIV3Schema.properties.spec.properties.config.propertie

s.otel"
e R
{
"otel": {
"enable": true
}

"exporter": {

"collector": {

"address": ""
I
3
"flags": {
"hide_upstream_attrs": false
"notrust_incoming_span": false
"report_http_request_header": false
"report_http_response_header": false
3

"sampler": {
"name": "",
"options": {
"fraction": ""
"parent_name": ""
3
3

SR -
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e DS

otel.enable BE&BH OTel THRE.

OTel BURTRE MK p0lt , STHF http/https WYX AN,
exporter.collector.address P

flags.hide_upstream_attrs EAIREXT EHFHNKEE.

B AEEFHERRBENEKK OTel Trace 158 (I

flag.notrust_incoming_span

A trace ID)
flags.report_http_request_header EAREERK.
flags.report_http_response_header EAREm K.

KRB AR ; BRFER , 155 I Sampling

sampler.name )
Strategies,

sampler.options.fraction KRR,
sampler.options.parent_name AR ET KA R ISR

2R

ZOANBIT , R ALB it E T XL OTel 2% H FT RECE , U FT KM ALB A SEEALH
ACE : BD FT 4%7& ALB BUBACE , Rules TJAM ALB F FT PIE AR E .

o ALB : ALB _LHECEIER Z& RRAIOAR. AT ABCE B4 Collector it F& /2
W, XESBCE TR FT # Rules ZKK

o FT:FT AU ALB AECE , XEMRERTE FT FECERIFL OTel ZHK{EMARE ALB
MECE. AT , FT WafRldt—B44, ; Bign , ERTROERAE FT Bt R Fast
OTel , AR HEAS FT 8 ALB 2 F/iXE.

o Rule : Rule ATPAM ALB # FT FIELAECE . AT , Rule ta] A —H404, ; B0 | 455E
B Rule AT PUERERNE{E(ENR OTel Trace {2 0B RALERE

Nij

R
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BITAECE ALB. FT 1 Rule B9 YAML X5/ spec.config.otel ZFER , &AJBUARINNE OTel
MRHECE.

§3 e BR

KRG

S 1iAR
always
o Y BAAIRAE T BRI,
always e
MR IREIE BRI .
off
. . tB¥E traceid REEBIRE. traceparent HIAERIA xx-traceid-xx-
raceid-
ratio flag , HF traceid MBI 16 NFRMER—A 32 SIS HI5 ¥k, anREE
BUNF fraction A 4294967295 (B (2732-1)) , MMHHIRE.
WRIBEKF traceparent HIFREEINRTERAIRE . YhREAH 01 B, iR
parent- B0 : curl -v "http://$ALB_IP/" -H 'traceparent: 00-xx-xx-01' ; 4
base R 02 B, ALY ; 140 : curl -v "http://$ALB_IP/" -H

'traceparent: 00-xx-xx-02' ,

Rt
. FRIEE

ROAMBI FRE XL R

S8 VAR
hostname ALB Pod f)FE#142

service.name ALB 4 #R
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28 WiEA
service.namespace ALB FTTER) 4 4 )
service.type ZAZ ALB
service.instance.id ALB Pod B % #R

* Span &t

o EOABIU FIREHEM

M Wt

http.status_code KR

http.request.resend_count BT

alb.rule.rule_name WA SR UL ECHAL N 48 R
alb.rule.source_type BESKULECAIRLIIZERY | BHI{Y Ingress
alb.rule.source_name Ingress K& #R

alb.rule.source_ns Ingress FTERIA & 18]

o BOABOL M IREERIEEEY flag.hide_upstream_attrs FBHRHBM -

B Wi

alb.upstream.svc_name HRNEMRS (NEREE) MAFR
alb.upstream.svc_ns WHRMIRS (NEBKE) FTERE & ZE)
alb.upstream.peer W AZIE Pod # 1P kMg

o ZNAEL FRIBEETRUBE B flag.report_http_request_header ZFEEIREMIBHE
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M Wt

**http.request.header.<header>** Bk sk

o ZNABL T RIBEETTRUBI R flag.report_http_response_header FEKIRE IR
ME

e iR

**http.response.header.<header>** M [ sk

MmNl

LT YAML BCEHPE — ALB FH{E M Jaeger {E7 OTel AR , LA Hotrod-proxy {EAIEIR
Jaim. BIIACE Ingress RN , Y& FimEsk ALB B, JREXFEAE) HOtROD, 1Ht4h ,
HotROD PERMMAR S 2 [AIRIB{S BT ALB BEH.

1LORRUT YAML {R7EA 44 all.yaml j3C#F,
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apiVersion: apps/vi
kind: Deployment
metadata:
name: hotrod
spec:
replicas: 1
selector:
matchLabels:
service.cpaas.io/name: hotrod
service_name: hotrod
template:
metadata:

labels:
service.cpaas.io/name: hotrod

service_name: hotrod
spec:
containers:
- name: hotrod
env:
- name: PROXY_PORT
value: "80"
- name: PROXY_ADDR
value: "otel-alb.default.svc.cluster.local:"
- name: OTEL_EXPORTER_OTLP_ENDPOINT
value: "http://jaeger.default.svc.cluster.local:4318"
image: theseedoaa/hotrod-with-proxy:latest
imagePullPolicy: IfNotPresent
command: ["/bin/hotrod", "all","-v"]
apiVersion: networking.k8s.io/v1
kind: Ingress
metadata:
name: hotrod-frontend
spec:
ingressClassName: otel-alb
rules:
- http:
paths:
- backend:
service:
name: hotrod
port:
number: 8080
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path: /dispatch
pathType: ImplementationSpecific
- backend:
service:
name: hotrod
port:
number: 8080
path: /frontend
pathType: ImplementationSpecific
apiVersion: networking.k8s.io/vi1
kind: Ingress
metadata:
name: hotrod-customer
spec:
ingressClassName: otel-alb
rules:
- http:
paths:
- backend:
service:
name: hotrod
port:
number: 8081
path: /customer
pathType: ImplementationSpecific
apiVersion: networking.k8s.io/vi1
kind: Ingress
metadata:
name: hotrod-route
spec:
ingressClassName: otel-alb
rules:
- http:
paths:
- backend:
service:
name: hotrod
port:
number: 8083
path: /route
pathType: ImplementationSpecific



apiVersion: vi

kind: Service

metadata:
name: hotrod

spec:

OTel - Alauda Container Platform

internalTrafficPolicy: Cluster
ipFamilies:
- IPv4
ipFamilyPolicy: SingleStack
ports:
- name: frontend
port: 8080
protocol: TCP
targetPort: 8080
- name: customer
port: 8081
protocol: TCP
targetPort: 8081
- hame: router
port: 8083
protocol: TCP
targetPort: 8083
selector:
service_name: hotrod
sessionAffinity: None

type: ClusterIP

apiVersion: apps/vi

kind: Deployment
metadata:
name: jaeger

spec:

replicas: 1
selector:
matchLabels:
service.cpaas.io/name: jaeger
service_name: jaeger
template:
metadata:
labels:
service.cpaas.io/name: jaeger
service_name: jaeger
spec:
containers:
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- name: jaeger
env:
- name: LOG_LEVEL
value: debug
image: jaegertracing/all-in-one:1.58.1
imagePullPolicy: IfNotPresent
hostNetwork: true
tolerations:
- operator: Exists
apiVersion: vi1i
kind: Service
metadata:
name: jaeger
spec:
internalTrafficPolicy: Cluster
ipFamilies:
- IPv4
ipFamilyPolicy: SingleStack

ports:
- name: http
port: 4318

protocol: TCP
targetPort: 4318
selector:
service_name: jaeger
sessionAffinity: None
type: ClusterIP
apiVersion: crd.alauda.io/v2
kind: ALB2
metadata:
name: otel-alb
spec:
config:
loadbalancerName: otel-alb
otel:
enable: true
exporter:
collector:
address: "http://jaeger.default.svc.cluster.local:4318"
request_timeout: 1000
projects:
- ALL_ALL
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replicas: 1
resources:
alb:
limits:
cpu: 200m
memory: 2G1i
requests:
cpu: 50m
memory: 128Mi
limits:
cpu: "1"
memory: 1Gi
requests:
cpu: 50m
memory: 128Mi
type: nginx

2. 7 CLI TEAHHITA T da 4 PAERE Jaeger, ALB, HotROD K fiE HEMK CR #H1TIN.

kubectl apply ./all.yaml

3. PATLA T 654 LAKKER Jaeger Bi[RJI3E.

export JAEGER_IP=$(kubectl get po -A -0 wide |grep jaeger | awk '{print
$7}');echo "http://$JAEGER_IP:16686"

4. PITAT 654 DAFKER otel-alb fvA[a)bE,

export ALB_IP=$(kubectl get po -A -o wide|grep otel-alb | awk '{print
$7}'),;echo $ALB_IP

5. HITAT 654 AET ALB [ HotROD &%3E5K. i , ALB ¥3R45 Trace %1 Jaeger.

curl -v "http://<$ALB_IP>:80/dispatch?customer=567&nonse=" # ¥ a<SFH <
$ALB_IP> EHH# A ATHIRFIRENE otel-alb HIAlRIMEAIL

6. FTFFAE 1% 3 FFIKISH) Jaeger ViRt AE B



EGER Ul Search

Search Upload

Service

Operation

all

Tags

Lookback

Last Hour

Max Duration

Limit Results

20

Compare  System Architecture

Min Duration
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Monitor

500ms

ops

-500000pis

06:13:20 am 08:00:00 am

Sort:  Most Recent

1 Trace

Compare traces by selecting result items

otel-alb: GET /dispatch?customer=567&nonse= c6294a7 I

52Spans | 3 Errors B customer (1) ariver (1) [J] frontend (13) mysql (1) otel-alb (12) © redis-manual (14)

09:46:40 am

Download Results

route (10)

Time

Deep Dependency Graph

689.87ms

Today 12:08:39 pm

afew seconds ago
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JAEGER Ul Search Compare System Architecture Monitor

otel-alb: GET /dispatch?customer=567&nonse=

€« A4
Trace Start August 12 2024, 12:08:39 Duration 689.87ms = Services 7 Depth 6 Total Spans 52
Ops 172.47ms 344.93ms
Service & Operation v > ¥ »  Ops 172.47ms

v | otel-alb GET /dispatch?customer=567&nonse=

VI frontend /dispatch

7 | frontend HTTP GET

Vv | otel-alb GET /customer?customer=567

v I customer /customer

mysql & = mysql saL SELECT

vI frontend driver.DriverService/FindNearest

v driver driver.DriverService/FindNearest

I redis-manual FindDriverlDs
O redis-manual Getbriver
redis-manual Getbriver
redis-manual Getbriver
redis-manual Getbriver
redis-manual Getbriver

O redis-manual GetDriver

I
I
I
I
I
I
I redis-manual Getbriver
I redis-manual Getbriver
I redis-manual Getbriver
I redis-manual Getbriver
I O redis-manual Geidriver
| redis-manual GetDriver
I redis-manual GetDriver
V| frontend HTTP GET
V | otel-alb GET /route?dropoff=211%2C653&pickup=947%...
route /route
VI frontend HTTP GET

v 1 otel-alb GET /route?dronoff=211%2C653&bickun=320%...
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0 Alauda Container Platform Q =
PN oy o

aete
B IR S 4% Ingress TH=AZES
ATATFE Service SIAR A&
ClusterlP 27U Service 74l IR S FeR&F M
Headless Service (JokAR%) Ingress 7~ : I SFD Alb
1B Web =4 & I RS {E Web =& €13 Ingress 18T Web 354
BT CLI I RS {£F3 CLI 3 Ingress BT CLI plERp
T~ EENARIN A EEFARIER
T~ ERSMARIN A TR s
7~ : ExternalName Z£8Yf] Service B4

LoadBalancer Z£8Y Service JEfi# o N
RS B E X RIR (CR)

181 Web %1 & 432184
BT CLI fliEis 4

BIEEF
18T Web 1= & 413U
g
BCE X
IP 4> BCAL
Calico fzg&
Kube-OVN R Ao B P4 TR
FMEE BT Web 4254
BT CLI g »

B CLI BYEYTAP 1P SEAICT
e A


http://localhost:4173/container_platform/zh/
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A Admin 48 5RER
EEEMR

3T Web $%=I & 412 AdminNetworkPolicy
@it CLI /3 AdminNetworkPolicy % Bas
HABRIR

4132 BGP XK

p/ N2

SRt

5l BGPPeer B X &R (CR)
18I Web =1 & 417 BGPPeer

1Bt CLI B3 BGPPeer

A & A B X2
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0 Alauda Container Platform Q

I AR S5

1£ Kubernetes # , Service 2 —F AT HRZEITHEERP— P EZ /> Pod LHIMLE N KA
%,

B=x

M AEZE Service
ClusterIP 258 Service 7Rf3l :
Headless Service (Fo3kAk%)
B Web 2 &8I AR S
J8TE CLI B2 RS
Bl EENVIRIN A
R - EERANITIRIN A
7~ : ExternalName 28B4 Service
LoadBalancer 258! Service JEfig
AWS EKS &8
el CCE £
Azure AKS S5

Google GKE &£ #f

FMHAZEZE Service

1. Pod EECH IP , 18 :


http://localhost:4173/container_platform/zh/

BIEPRS - Alauda Container Platform

o Pod IP REZE (Pod HEHAIRESA) .
o HIFEVIIR) Pod 1S AT 52,

2. Service IR LT IIREMR T XA :
o FRXEH IP #1 DNS & 7%,

« BENTREHEEIILECK) Pods,

ClusterlIP Z£#Y Service 74 :

apiVersion: vi
kind: Service
metadata:
name: my-service
spec:
type: ClusterIPe
selector: e
app.kubernetes.io/name: MyApp
ports:

- protocol: TCP

port: 80 @

targetPort: 80 @)

1. i FAK type A EHITAMEIE ClusterIP . NodePort . LoadBalancer .

ExternalName
2. Service B Pod 2418 E R E X selector JR5E.
3. Service ¥HH.

4. % Service A} targetPort #BEZE| Pod B containerport . It4h , WATLAS| A Pod B2%
TH port.name .

Headless Service (Jt3kAR%)

B EATERBINGME— Service IP, EXFMET , ATAGIZFMBRTTRARS
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spec:

clusterIP: None

TR &R T
o FABERINEA Pod i IP , MA{ULEE—HIPRS IP,
o BMEBHEZEIEA Pod (#1240 , #% Cassandra 3% StatefulSets XHEHIBHERE) .

o & StatefulSets , HFEA Pod PiABFTaEK DNS &FR.

181 Web %% & BIZ k5
1. # \ Container Platform,

2. M S A s Network > Services,

3. |k Create Service,

4. 2T RABCEME RS,

e WiBA

KU
IP it
4k

WMREBRA , HAL Service S HC—4 ClusterlP , o] B F&EENAIARS AL,
WMRER , BE—INTKIRS , BE BT StatefulSet,
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iR

o ClusterlP : FEEENES IP & X Service, EFFIH{ET |, Service REBEMNE RN

HhIlEl.

« NodePort : ZFEMT RK IP _EAFESimH (NodePort) & Service,

« ExternalName : ¥ Service M51%] externalName FERXRINA (40 , FH4%

api.foo.bar.example) ,

« LoadBalancer : 1§ FI4MNI k81825 1E9MB & 2% Service, Kubernetes &5 A~H

BERARBIEAN , BORBITIRAL , 3EH Kubernetes SR SRR
.

« Workload : Service ¥iEKEREWFEM TAEGRER , ILECAREELN

project.cpaas.io/name: projectname F1 service.cpaas.io/name:

deployment-name ,

« Virtualization : Service ¥3&5K#% & ZHEE WL B EIUM2H

+ Label Selector : Service ¥EKiE A E| BB EFEME LT 1ERE , B0

environment: release .

FTBCEL Service KRS, PUTI/RGIF , SEBPIHAD Pod ATLUET 23 1P

(ZNRBA) 1 TCP iwH 80 VAR Service ; VilaRERE 4k & 2B AR Pod 4

ERFERM TCP ¥xH 6379 3% redis,

o BMX : Service {FAMTNY , IFRPMNEFE : TCcP . UDP | HTTP |

HTTP2 . HTTPS | gRPC .

e Service i : Service FEFNEZN RS , B) Port , 4120 80,

o BEFHA : Service isAMFEIWBEIRHAS (BBFR) , B targetPort , 20

6379 8% redis,

 Service & FR : BENERM , #FA <protocol>-<service port>-

<container port> , {50 : tcp-80-6379 Tk tcp-80-redis,
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2% 1taA

ey ETIR P #uht (ClientlP) M&VERAME, ARIEM , SkER— IP Mt FTHIA)
RAN BRIERBHIEERBRIFER—RFHL  WREBR—F FRHEREHEREIR
3 — RS aR4AL .

5. =17 Create,

BT CLI B RS

kubectl apply -f simple-service.yaml
ETFE A deployment &R my-app BIERSE.

kubectl expose deployment my-app \
--port=80 \
--target-port=8080 \
--name=test-service \
--type=NodePort \
-n pil-1

I EERERVIIRI Y
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apiVersion: apps/vil
kind: Deployment
metadata:
name: nginx-deployment
spec:
replicas: 2
selector:
matchLabels:
app: nginx
template:
metadata:
labels:

app: nginx

spec:
containers:

- name: nginx
image: nginx:1.25
ports:

- containerPort: 80
apiVersion: vi
kind: Service
metadata:
name: nginx-clusterip
spec:
type: ClusterIP
selector:
app: nginx
ports:
- port: 80
targetPort: 80

1. Bk YAML :

kubectl apply -f access-internal-demo.yaml

2. BEh B — Pod :
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kubectl run test-pod --rm -it --image=busybox -- /bin/sh

3.7 test-pod Pod =ijja] nginx-clusterip BR% :

wget -gO- http://nginx-clusterip

wget -gO- http://nginx-clusterip.default.svc.cluster.local

RNV ZBERE A “Welcome to nginx!” £ HTML Ighy.,

) SR EFSMTIE] Y A
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apiVersion: apps/vil
kind: Deployment
metadata:
name: nginx-deployment
spec:
replicas: 2
selector:
matchLabels:
app: nginx
template:
metadata:
labels:
app: nginx
spec:
containers:

- name: nginx
image: nginx:1.25
ports:

- containerPort: 80
apiVersion: vi
kind: Service
metadata:
name: nginx-nodeport
spec:
type: NodePort
selector:
app: nginx
ports:
- port: 80
targetPort: 80
nodePort: 30080

1. VRt YAML :

kubectl apply -f access-external-demo.yaml

2. &% Pods :
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kubectl get pods -1 app=nginx -o wide
3. curl 73[a) Service :

curl http://{NodeIP}:{nodePort}

RNV ZBERE A “Welcome to nginx!” £ HTML Ighy.,
L%, WATRUA IS 412 2EARY 4 LoadBalancer (] Service N&ERFAMARIN A,

FEE EIERTECE LoadBalancer R
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apiVersion: apps/vil
kind: Deployment
metadata:
name: nginx-deployment
spec:
replicas: 2
selector:
matchLabels:
app: nginx
template:
metadata:
labels:

app: nginx

spec:
containers:

- name: nginx
image: nginx:1.25
ports:

- containerPort: 80
apiVersion: vi
kind: Service
metadata:
name: nginx-1lb-service
spec:
type: LoadBalancer
selector:
app: nginx
ports:
- port: 80
targetPort: 80

1. Bk YAML :

kubectl apply -f access-external-demo-with-loadbalancer.yaml

2. ZRERSNED 1P it
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kubectl get svc nginx-1lb-service

NAME TYPE CLUSTER-IP EXTERNAL-IP
AGE

nginx-service LoadBalancer 10.0.2.57 34.122.45.100
5/TCP 30s

EXTERNAL-IP B A#R N4 28177 1R) ittt

curl http://34.122.45.100

HNZRER R “Welcome to nginx!” ALK HTML LY,

PORT(S)

80:3000

INE EXTERNAL-IP B7RA pending , B LoadBalancer AR e R EE R IRE,

5 : ExternalName ZERUEK] Service

apiVersion: vi

kind: Service

metadata:
name: my-external-service
namespace: default

spec:
type: ExternalName

externalName: example.com

1. Ak YAML :

kubectl apply -f external-service.yaml

2. FEEEFENEN Pod F g

kubectl run test-pod --rm -it --image=busybox -- sh
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RIRPIT
nslookup my-external-service.default.svc.cluster.local

RABFURMTLERH? exanple. com |

LoadBalancer Z£%! Service JFfi%

AWS EKS £

& & EKS LoadBalancer Service Ff#HNVELET |, &S % Annotation Usage Documentation

/

[}

Key Value 1tHA

FE5€ LoadBalancer Z£#Y

ENEGI R
_ _ external: {FFE A AWS
service.beta.kubernetes.io/aws-load- . oer tm s
LoadBalancer AR D ERIBKATA
balancer-type e
Controller, Z18 ERE AWS
LoadBalancer
Controller,
« instance : JREIET
NodePort & 1%Z|
Pod,
service.beta.kubernetes.io/aws-load- FEEMERMATEE
o | RN~ —
balancer-nlb-target-type ip : B E R E Pod,
Pod (& VIER
Amazon VPC

CNI) .


https://kubernetes-sigs.github.io/aws-load-balancer-controller/v2.5/guide/service/annotations/
https://kubernetes-sigs.github.io/aws-load-balancer-controller/v2.5/guide/service/annotations/
https://kubernetes-sigs.github.io/aws-load-balancer-controller/v2.5/guide/service/annotations/
https://kubernetes-sigs.github.io/aws-load-balancer-controller/v2.5/guide/service/annotations/
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Key Value 1tEA
o internal : FAEMLK .
service.beta.kubernetes.io/aws-load- EEFARLBE MEILE
balancer-scheme » internet-facing : Z:/ DRI,
ML,
o |Pv4

service.beta.kubernetes.io/aws-load-

balancer-ip-address-type

47 CCE 43

TEE SHFH 1P Ak,

¢ dualstack

& < CCE LoadBalancer Service JFfi#KNELHREH |, &2 % Annotation Usage Documentation

/

o

Key

kubernetes.io/elb.id

kubernetes.io/elb.autocreate

kubernetes.io/elb.subnet-id

Value

Bl {"type":"public", "bandwidth_name":"cce-bandwidth-
1551163379627", "bandwidth_chargemode": "bandwidth", "bandwi

["cn-north-4b"],"14_flavor_name":"L4_ flavor.elb.sl.small"

EE EEREIET R, FHRIEFRRERAISH.


https://support.huaweicloud.com/intl/zh-cn/usermanual-cce/cce_10_0385.html
https://support.huaweicloud.com/intl/zh-cn/usermanual-cce/cce_10_0385.html
https://support.huaweicloud.com/intl/zh-cn/usermanual-cce/cce_10_0385.html
https://support.huaweicloud.com/intl/zh-cn/usermanual-cce/cce_10_0385.html
https://support.huaweicloud.com/intl/zh-cn/usermanual-cce/cce_10_0385.html#section8
https://support.huaweicloud.com/intl/zh-cn/usermanual-cce/cce_10_0385.html#section8
https://support.huaweicloud.com/intl/zh-cn/usermanual-cce/cce_10_0385.html#section8
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Key Value

« union : FXZ GBI,
kubernetes.io/elb.class

« performance : JAZ RN , NHF Kubernetes 1.17 KA _EAR

kubernetes.io/elb.enterpriselD

Azure AKS £3f
A< AKS LoadBalancer Service JFfi#HIEHREH |, 5% Annotation Usage Documentation
/' o
Key Value 1taA
o true : FLBM
service.beta.kubernetes.io/azure-load- 4. e (E ARLA WKL
balancer-internal . false : AR PN T
L.
Google GKE &£ #f

& = GKE LoadBalancer Service Ffi#HNELHEH |, &S % Annotation Usage Documentation

/

o


https://cloud-provider-azure.sigs.k8s.io/topics/loadbalancer/#loadbalancer-annotations
https://cloud-provider-azure.sigs.k8s.io/topics/loadbalancer/#loadbalancer-annotations
https://cloud-provider-azure.sigs.k8s.io/topics/loadbalancer/#loadbalancer-annotations
https://cloud-provider-azure.sigs.k8s.io/topics/loadbalancer/#loadbalancer-annotations
https://cloud.google.com/kubernetes-engine/docs/concepts/service-load-balancer-parameters?hl=zh-cn
https://cloud.google.com/kubernetes-engine/docs/concepts/service-load-balancer-parameters?hl=zh-cn
https://cloud.google.com/kubernetes-engine/docs/concepts/service-load-balancer-parameters?hl=zh-cn
https://cloud.google.com/kubernetes-engine/docs/concepts/service-load-balancer-parameters?hl=zh-cn

Key

networking.gke.io/load-balancer-

type

loud.google.com/I4-rbs
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Value WA

Internal e (FE LA ML,

AW, MRECEL S , MERERE
M%) Pod,

enabled
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Q Alauda Container Platform Q

)32 Ingress

Ingress FLA| (Kubernetes Ingress) & BSMNIBIN HTTP/HTTPS ISR EEIN IR
(Kubernetes Service) , SRIRXTIHE LR SN a5,

BIFE— Ingress KEIEXT Service BIFMNEB HTTP/HTTPS ij3(q),

I WARNING
HER—mw & TRIREBEZ A ingress B , REI ingress 5 ABMEFRK 8&. PH) 1 iz (B
AFEERIRAA) .

H=x

KA
FIESIRE
[iErE- 553
Ingress 7Rl :
{E A Web =% & 413 Ingress
{EA CLI 83 Ingress

ST

Ingress FN{K T Ingress Controller f3R3Y , Ingress Controller Tats &Nt Ingress 1 Service
AR, TEBIEFTE Ingress FLI/E , Ingress Controller Nl B3 M-51X Ingress ALNIL


http://localhost:4173/container_platform/zh/

A% Ingress - Alauda Container Platform

ACAIEE A AN, 24 Ingress Controller IREINESKES , £4R3E Ingress FNILACEE A FR , IR
ENKEFEERNERRRE , 0 FEIFTR.

Ingress A Ingress B Ingress...

Service A Service B Service...

©00o

WorkLoad A WorkLoad B

Kubernetes Cluster

l NOTE

SF HTTP YR , Ingress (X334 80 SEI/ERSNGEN, XHF HTTPS B , Ingress {X3H 443 i
OERSMNRET, FARRBIESEAEEITRN 80 7 443 MIRHO .

RE TR

TR, BAPRERAHXRRASH) Ingress-NGINX , JE/RAAAE A NGINX controller Ji[RI%E D
AN A,

1. ¥fZ Ingress-NGINX controller,

kubectl apply -f https://raw.githubusercontent.com/kubernetes/ingress-n

ginx/controller-v1.12.2/deploy/static/provider/cloud/deploy.yaml

ERZGSE2ENENTRIR :



A% Ingress - Alauda Container Platform

HeF LR iRk
Namespace ingress-nginx AT IFE Controller &R
ServiceAccount ingress-nginx Controller {F HRIARF K=
ClusterRole ingress-nginx ERETEISUR
ClusterRoleBinding ingress-nginx ¥% ClusterRole 4822 RS kS
ingress-nginx- EZE Controller 174 (AnHE
ConfigMap
controller %A, RIERBES)
ingress-nginx- BATHAE Ingress BLE &AM
ValidatingWebhookConfig
admission # webhook (7] %E)
ingress-nginx- ?éﬁg%ki*jh LoadBalancer ,
Service (TCP/UDP)
controller T ¥ A NodePort .

ingress-nginx-

Deployment
controller
ingress-nginx-
Pod
controller-xxx
Role / RoleBinding admission #g5% 4 webhook

ingress-nginx-
Job webhook JEfif
admission-create

RADE A BIARSR G B I , ATRASER curl FEK YAML 30#F | BRUEBN A
YAML £,

curl -0 https://raw.githubusercontent.com/kubernetes/ingress-nginx/cont

roller-v1.12.2/deploy/static/provider/cloud/deploy.yaml
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Z%1F ingress-nginx-controller-xxx Podi&{T.

2. A

BFE—MET ) Web JR$-25 R H X K] Service :

kubectl create deployment demo --image=nginx --port=80

kubectl expose deployment demo

BI3E—A ingress IR, HWREHERILEZE] localhost MIFER :

kubectl create ingress demo-localhost --class=nginx \
--rule="demo. local/*=demo:80"

B A MG O % &% ingress controller :

kubectl port-forward --namespace=ingress-nginx service/ingress-nginx-
controller 8080:80

2 curl VIl RA0TRE

curl --resolve demo.local:8080:127.0.0.1 http://demo. local:8080

EE L B EIERPS4Z demo.local fi#ATE IP 127.0.0.1 , FFFTiwE 8080, X4 /#1j(a]
http://demo.local:8080 ~ B , SKfRr_Ej7[A)HI2 http://127.0.0.1:8080 7, H4h , AL
B hosts & :

echo "127.0.0.1 demo.local" | sudo tee -a /etc/hosts

RABNZEBTEE “Welcome to nginx!” FHEK) HTML gk,

IR AR MYt http://demo. local: 8080/ .

INFO


http://demo.local:8080/
http://demo.local:8080/
http://demo.local:8080/
http://127.0.0.1:8080/
http://127.0.0.1:8080/
http://127.0.0.1:8080/

A% Ingress - Alauda Container Platform

ingress-nginx-controller ZRIAZEEUSA LoadBalancer , ZNSR EXTERNAL-IP FERBRA

pending , WBAARH Kubernetes & B ITiA B ahdliE k81§28

MREFEAN RSB FFEY FFERFEM) annotations ¥55E Service REINEZS IP
itk , BT

3. 1E£ M

W] ingress-nginx-controller (LoadBalancer Z58Yf) Service) 774 EXTERNAL-
1P B, AT ABYEE ingress ®IR., AT RBABREZEE AR www.developer.io ®E T DNS
IO ¢

kubectl create ingress demo --class=nginx \

--rule="www.developer.io/*=demo:80"

ZRaTPlifla] http://www.developer.io FEEMEHNEE.

AR 5 A

o YHTH & T RINIATFAER] K Service,
o BFEEHE RMIAC LT 4 TR KX E 2B T A AR

o @I HTTPS WfAlisi4 |, B4 HTTPS SEH{RTEA TLS secret,

Ingress /<%l :
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apiVersion: networking.k8s.io/v1l
kind: Ingress
metadata:
name: nginx-ingress
namespace: k-1
annotations:
nginx.ingress.kubernetes.io/rewrite—target:,/e’
spec:
ingressClassName: nginx g

rules:
- host: demo.local Q
http:
paths:

- path: /
pathType: Prefix
backend:

service:

name: nginx-service
port:
number: 80

1. EZELEES# nginx-configuration -,
2.{FF ingress-nginx controller,

3. MR RABFEAMIZT ingress , BIEATECE hosts .

¥/ Web =% 5 6% Ingress

pig oo

1. vila) ReEFA.
2. EEMS A= R L& > Ingress,
3. mir B Ingress,

4. 2Z TR ABCEE RS,


https://kubernetes.github.io/ingress-nginx/user-guide/nginx-configuration/annotations/
https://kubernetes.github.io/ingress-nginx/user-guide/nginx-configuration/annotations/
https://kubernetes.github.io/ingress-nginx/user-guide/nginx-configuration/annotations/

BI%E Ingress - Alauda Container Platform

S 1587
Ingress R[E/ ingress controller ATBEA AR IngressClass ZFR, MBRFE LT
Class 1EZ > ingress controller , A AT PUB T eI E A —A4.

FHATARKEMAIGAL (HI40 foo.bar.com ) BIBECET (40

B4
*.foo.com ) , AAIEEHBFEEERIEC.
W TLS secret i & B R BECAIET.
o Prefix : ILECIRIZRT4R , B0 /abcd BJPAULED /abcd/efg BR
/abcde .
DLACZERY 0
« Exact : DLECAEHAEEZ |, 5120 /abed .
iz S
o SLHIAETE : ANR&(FEABEEN Ingress controller I Ingress FN , 7T
%&+%H controller JR5E.,
Service SNERIRE R AR Service,

Service i

O

FEEREB KT Service KIFANEO .

5. milr AU,

¥/ CLI €I Ingress

kubectl apply -f nginx-ingress.yaml

l NOTE

BNR ingress 1R BT5E Ingress Class , FIA R4 2B B ALB SKfIEBS 4 X ingress.
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0 Alauda Container Platform Q

W=IZES

ANHEMK (Gateway) EMMIKXZE (Gateway Class) HPEMIKB. & 0IE MUT2E RURRTE T
2 MmO _ERSNTRE. SEMEIN , BT RUETEE KNI ERE REIAE N A G im S,

BUEE NS4 K DASSEL 5B ARAL L O B2 B RS B

B=x

A&
SR
RBIR A Ab2 BE X IR (CR)
BT Web ZH) 5 B M <
Bt CLI fyER >
EEFABIENTIR
R X
BT Web $55I& BRI X
A
SRt
BT Web &5 & RS NTES
BT CLI A ras
B R ER R
5l HTTPRoute BE X &R (CR)
BT Web =% & 412 1% B
BT CLI Bl


http://localhost:4173/container_platform/zh/

b

= >

o F

BE M 5% - Alauda Container Platform

(5%

TERRAERI SR API STRYAR |, PSRSEARE SRR P S FRARAR .
ANRIFHRAR AT AR RN 57 R B ASER K, At

RERREEHE.

NSRS I TS E BRG] , AR RS fE AL
M XEIFTA BITATERIR. © R ETaeA SN
MECE. URNZISMNTRER | BRIEMR BN H S
A2 JavmsRAl.

HEHRE X T —RS MR B RZ R E N Actsm. 487
M%< API F 3 HFAAR AERE B LN 2R B 4% HTTPRoute,
TCPRoute, UDPRoute %,

FeRFAF

FEEH AV RE R IF LoadBalancer 5BV INERIE . X TAB=ER , WIN%RE
LoadBalancer fR&15%25. FEIEABEET , FARMESNIHINBINEE , AF
LoadBalancer 5B PNER L FRFEAC B STAUa B sh A SNERHEE it KER IP DA 4NERIAE),

REIMSER Alb2 B ENEIE (CR)

13 FAA

FHBETRRMX
%

o

AR A B 45
561,

T MR
HTTP, HTTPS,
TCP #1 UDP #MX.



ECE M 5% - Alauda Container Platform
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apiVersion: gateway.networking.k8s.io/vilbetal
kind: Gateway
metadata:
namespace: k-1
name: test
annotations:
cpaas.io/display-name: ces
listeners.cpaas.io/creationTimestamp: '["2025-05-26T02:05:56.135Z"]"
listeners.cpaas.io/display-name: '[""]'
labels:
alb.cpaas.io/alb-ref: test-093q7
spec:
gatewayClassName: exclusive-gatewaya
listeners:
- allowedRoutes:
namespaces:
from: All
name: gateway-metric
protocol: TCP
port: 11782
apiVersion: crd.alauda.io/v2betal
kind: ALB2
metadata:
namespace: k-1
name: test—093q7e
spec:
type: nginx
config:
enableAlb: false

networkMode: container

resources:
limits:
cpu: 200m
memory: 256Mi
requests:
cpu: 200m

memory: 256Mi
vip:
enablelLbSvc: true
lbSvcAnnotations: {}
gateway:
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mode: standalone
name: teste

1. 52 T EMMENAE,
2. alb2 ZFHMIA {gatewayName}-{random} .

3. gateway Z%FFR.

BT Web 124 & 41 M X
LN BHFA.

2. EEMIAAEF , Ry MK > \shRK,

3. R AR,

4. IRIELLT U BRBC BT E S 3.

28 Y
R PNZIPS: SR 7

W ZEE T MRHIATH , AT EAEZE (StorageClasses) IS ; E2—1

BB
- LF L SRS BT R SRS | P AT ISR A S 0 G SR+
BRIR.
A& FEAT DARE S B GRS AR E B B R IR,
Vla)t X N
i@ NEM SRt | EBRATE IR T B 3hERER,
NER & FAF A LoadBalancer RV NI EHAACESBET]. BXRFCERGEE , ES
HER %] LoadBalancer Z&5Y NERHE B/EREER,

5. mir Bl
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IBIT CLI A7 M %<

kubectl apply -f demo-gateway.yaml

EEFEAENRIR

NEWRAE R , FESBIRIETS RIR. FORRIT R,

FAGI= A BIR Z R
ALB2 ZERV%IR name-Ib-random
Deployment name-Ib-random

e name-Ib-random

=z
e name-Ib-random-Ib-random
e name-Ib-random-port-info
AoEFH
e name-lb-random
ARSI name-Ib-random-serviceaccount

ERSNZES

l NOTE

ERAIEM R TR 3-5 HPRIIRS W, ETEE U RS TR,



ACEM 3 - Alauda Container Platform
1B Web 3%l & BRI X
L ViR BHTA.
2 EMSIASS | fidk FIEA > AhRE,
3. i > B,
4. RIEBEEH )\ MARE,

EE ORI S ER AR E AL,

5. =i B,
RIS T 2%

BIEEEEE TRIRE , FRIESEE I AL H i R 2 fRims<fl,

FoRFAF

o MRFTEEE HTTP PRY , EiRAKAETHE RS 34,

o MRFTEEE HTTPS PRX , BIRATEXAREHE RS 134 LS.,

18T Web 2§ & 4800 a5
1AM AR | £k PS> ASL.

2. it NIFIRET.

3. s IR

4. IRIELL T U ERBC B E S 3.



EA gy e

5 H

154

5. mir Bl

L& M 3% - Alauda Container Platform
fik
YR AT HTTP, HTTPS, TCP 1 UDP ¥ , &8 LAEE LHAEY
=RERE , Bilg0 8o .
AR

o WHOMEE , HTTP. HTTPS #1 TCP M2 X AUIREE 17 ; RAEESR
Hep—FNL.
o W{EFA HTTP 8 HTTPS WY , MRSEOAERE | 548 WARE.

Ve Y pa A TAF A BRIEA [ BT TR A KGR E .
$27R : TCP M UDP WRYASTIFERIH A

8IS CLI RN 28
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kubectl patch gateway test \
-n k-1 \
--type=merge \
-p '{
"metadata": {

"annotations": {

"listeners.cpaas.io/creationTimestamp": "[\"2025-05-26T02:05:56.1
35Z\",\"2025-05-26T03:33:52.4312\"]",
"listeners.cpaas.io/display-name": "[\"\",\"\" "
}
3
"spec": {
"listeners": [
{
"allowedRoutes": {
"namespaces": {
"from": "ALLl"
}
3
"name": '"gateway-metric",
"protocol": "TCP",
"port": 11782
3
{
"allowedRoutes": {
"namespaces": {
"from": "ALLl"
¥
3
"name": "demo-listener",
"protocol": "HTTP",
"port": 8088,
"hostname": "developer.test.cn"
}
1
}

B KAL)
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HERFNA AR EIR KRS , 2T ASEFLN (Kubernetes Ingress) . BT M KT
KM EREAEINNEIEEH (Kubernetes Service) |, {E I AR, KEXHITE
TFEMVTXNARRAARSXTHR : ASEHRAR ST Ingress Controller , TEEERFLNIARST Ingress

Gateway,

—B 7 Ingress Gateway PR E 7 WGIT , M ek Bis B2 im0 RKnE. B
N AR IR S B8 N\ ERE AT fEimSkpl.,

75 HTTPRoute HE X &R (

apiVersion: gateway.networking.k8s.io/vilbetal
kind: HTTPRoute @)
metadata:
namespace: k-1
name: example-http-route
annotations:
cpaas.io/display-name: ""
spec:
hostnames:
- developer.test.cn
parentRefs:
- kind: Gateway
namespace: k-1
name: test
sectionName: demo-listenere
rules:
- matches:
- path:
type: Exact
value: "/demo"
filters: []
backendRefs:
- kind: Service
name: test-service
namespace: k-1
port: 80
weight: 100
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1. AT ARZEAYE © HTTPRoute . TCPRoute . UDPRoute .

2. Gateway WNTESEZFR,

l NOTE

2N HTTPRoute ZERVER AN B ILAL Path XS3IZR AR |, KB n— AN ULECRIR |, #2=A
PathPrefix , {B4 /.

BT Web 1=l & A2 i

o 0o

1. w38 BasTFA.
2. EEMSARES |, R W > BRI,
3. mir BIEMEFLN,

4. IRBA R R BARCE — 28,

S R
M WET IR 2EAYE - HTTPRoute, TCPRoute, UDPRoute,
it 27N : HTTPRoute XA RE| HTTP Al HTTPS M Malfrs.

EAMNERAES |, EEDAER Ingress Gateway , FEAMIEFES | TN
Listener, F&¥ICAEMEENMNARE THEKLUTS |, FRXEBRIHIRNRE
HAREFEER EimSA,

V¥l
B

2%
EE  AAVPRIRBRAMNAR SRR 11782 IRk 2R TCP 2 UDP F%H

A ITES .

PLfC BRI —A L MNLECAR , DRSS ESKKRE. B0, s R Emin
B, WREERIENRES.

=z,
TR



BAE

JR¥
K45

BE M 5% - Alauda Container Platform

o R AN HIRMZ A HEEARES SN2 BHXFRA AND', BrE RN AR
Ao ReA3.

o Ry AMLE ; BRMSAHERBANE | A2 BKXFRA OR', EEHILEHA]
HW.

« TCPRoute 1 UDPRoute A~ 3FACE ILECHLN),

o YILALRTS A path , HULEL /%5 Exact B¢ PathPrefix B , #i A\ value D2
DL FRS , FEEEIR(ERR . L L %2 "Oe2FT. Ht. ML UL IR,

BRI AR — D Z MR IR IR E

o 3KAB : HTTP JHERKEME WL TR , REEXBRBIDNKHINESR. BT
BBCKARTFER , AR5 2% 7] AR A sk Mg R pA 7 5K,

o EEM : LA URLEIEERTHALE , RIEERKEERRL.

o BE : [LAH URL ¥ UTEEHARAIE , RS KB EEHEIR R EIRKIZE
X4,
EE

R R0 SR MRERUNES | A RARIERLNR B RIRFF ORI T T A 42
1E.

TCPRoute 1 UDPRoute N 3FACE £/,

EF—BEHRIP | REEG S A Header 2SR R RN value,

ER—MREFNRN , REEFE—FZEEYH Redirect 2 Rewrite , B REEfFE—F
&=/ FullPath = PrefixPath,

IR EBE A PrefixPath 124F , G5 I—1 PathPrefix t2z{ILACALIN

AN T, BARYE LR 4 =8P RN AR O 3 R 2 fRin <6, BakeT
MRENE , NEEMS , SHnMBREX.

R MEFURBE SRR EAGIRMIR | TR AR A LIREES AR
BEEZMPILLE.
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5. milr AU,

BT CLI &2 %A

kubectl apply -f example-httproute.yaml
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Q Alauda Container Platform Q

B4

BF AR RIR | HER TP E SR E FORBAIEA, MREAAR | X5
Y.

l NOTE

¥ & LA IIE A AT R S RN Bt 5 |, A REEd g & TR, R, BT
RIEF A _LARMAIEE AR , 7 EisA e SR 0 s @it

1 & LN FF o BOAEE AT AE B4 FE MRUTIRET(ER

o BB AUEAI : WLRAETE > A\EFLN > AU AuEALI

o BIRRAENH : NAEHE > RENH > A2 RAENA > RGN

o AIENTYRA RSTIF GRS « MEEE > REda@=5FE > Rkl H

—HIgASPERNET , MR AE T AERCE @R M AL MU N B s A, A
P58 — iR HARER AT htips,

H=x

R B E LR (CR)
BT Web 125 & 42154
BT CLI flEis 4
JREARAE

HA IR


http://localhost:4173/container_platform/zh/

BIEIH 4 - Alauda Container Platform

IS4 B E X RIR (CR)

apiVersion: crd.alauda.io/v2
kind: Domain
metadata:
name: "OOOOOOOO0O3075575260129686e67ed4-917a-454a-8553-d55Fc4030181"
annotations:
cpaas.io/secret-ref: developer.test.cn-xfd8x e
labels:
cluster.cpaas.io/name: global
project.cpaas.io/name: cong
spec:
name: developer.test.cn
kind: full

1. MREATIUED , WIRBIGIE— LTS 258U Secret, secret-ref RIEEBFR,

181 Web 155 & 42154
L FAEE,

2 FEAMSHALE | R M > ik,
3. i AR,

4. IRIELLT U ERBCE M RS HL.

o 184 TEEMIH 4L , FlR0 developer.test.cn .

eIt o 24 HEBRS () THMISE , B2 ¢ test.on |, AFEEA test.cn
THFEFE4.
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ZW TS

34 RIE T Ge a4 250 \ SR Bugi A TR 4R

Sfick WRNECT &R, ERBEFR SN BCERMEXIKAMIME | Bl SRR XK AT
it BHH.

AIERT AR EEIE Z KFBRA4A (ts.crt) FIFLER (tis.key)., WFRAEHMTE S
SBERIBLZME.,

EE

o REFEFZHHIHESA.

o SEEHNEPNIHE EME. EAYRN. FEMMRLHITT &L S5 M.

I
o QESPEIET/E , BRI PNEFEICN « H4 - LT
o RIEEIERE , FTEERIIRTEE , ERFFERE VS RE_EEHM
MIEREEEUES
o WEHEIERE , THEMEBRE | EARSTHFERAMIES.
5. mir Bl
BiT CLI tl@is 4

kubectl apply -f test-domain.yaml

JasigiE
« HATER | MRATRMEE IR | L,

o WAMAT ¢ NRWE RIS F B RN RBIMEIL | BRITHR T

HAB BT IR

\]
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o BLEUEH
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Q Alauda Container Platform Q

B UFF

HEFEEERSA TLSERFFRESESTSEME f5 , EAHMENIE BERMFFA A AT AFESE
AN G BMEThEER |, FRFAEERFAFIIAES. MfE , IER TSR
b, FEETE R PAEFEINED.

l NOTE

YHIRNXIFEAB EHPEREDRINEE, B UEEEN G2 TRINIRIBEFEAE TLS 2K
Secret 7L,

Bk

B1d Web 1% & G2

A\

183 Web 154! & S UEF
1. H#HN FaEH

2. FEAMSAIRL | it FILAETE > i,

3. it B,

4. FZEUTRAECEMRSE,


http://localhost:4173/container_platform/zh/

gy
B

NG

FLEA

BIFEP - Alauda Container Platform

D%

o FIEWME  BIEBoEAT YRR REXKETEmE .

- TEEWMA  KEPRHRATIEEMmE.

o ANEC: EANECHE. IERAETASE , ERTUEY EHHE HREEH AL
ERZIEBRmE .

XIEHIR tis.crt, FESALPN , RITHFF3HHIS M.

XTEHIRE tis.key, FESARGANS , RFF2HICH,
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Q Alauda Container Platform

BIZESMIB IP HtiEh

SMNED 1P 3btR —2H 1P, MetallB FFIIX L IP AR Sazkd <5 28 N AR ER ) S M 3R]
IP,

B=x

[iE7=-Ses

LR 5FRE

#0E MetalLB HifF

5l IPAddressPool BE X #IR (CR)
BIT Web #2 & BIESMEB 1P #idibith
BT CLI BIEESMED 1P Hutibith

BERELERE

A 2

AMREFE(E A BGP LKRIKSNID IP ittt , EHXAREIE RS R XTIRE.

A RS BR I

SMNERHIE ) 1P BRI R AR 54

o SNBSS FTATRUEZRE (L2) EIX,


http://localhost:4173/container_platform/zh/

BIFESMID 1P Hhtibith - Alauda Container Platform

IP WIRAT I AR , EARREREMIEMNSE T E-EAN 1P, Fl20MX 1P,

WNSEHERNMEIXBES , B1F5%E CIDR, RS CIDR, FM%,

FERBITET | R E IS 7EE —SMHuh A 774E 1Pv4 M IPve Hihit , BE(TRBERRT
0, BN, AT 25 3B KN BRI FK Toi= R BN NaR R tt .

£ IPv6 A, TR DNS RS IPV6 5 AR, MetalLB iR+ ITARBENERE .

4fZ& MetalLB it

SN KRG T MetalL B J& {4,

1A FEEHE.

2. HEMSAAET |, R M7 > SRHEM.

3. 1% MetalLB , 7 MetalLB AU | > FE.

4. FRFEERE BN ME AN ASTERE .

~5) IPAddressPool B X &R (CR)
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kind: IPAddressPool
apiVersion: metallb.io/vilbetal
metadata:
name: test-ippool
namespace: metallb-system
spec:
addresses:
- 13.1.1.1/24
avoidBuggyIPs: true
kind: L2Advertisement
apiVersion: metallb.io/vilbetal
metadata:
name: test-ippool
namespace: metallb-system
spec:
ipAddressPools:
- test-ippool
nodeSelectors:
- matchLabels: {}
matchExpressions:
- key: kubernetes.io/hostname
operator: In
values:
- 192.168.66.210

BGP = :
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kind: IPAddressPool
apiVersion: metallb.io/vilbetal
metadata:
name: test-pool-bgp
namespace: metallb-system
spec:
addresses:
- 4.4.4.3/23
avoidBuggyIPs: true
kind: BGPAdvertisement
apiVersion: metallb.io/vilbetal
metadata:
name: test-pool-bgp
namespace: metallb-system
spec:
ipAddressPools:
- test-pool-bgp
nodeSelectors:
- matchLabels:
alertmanager: "true"
peers:
- test-bgp-example

1. IP &%,

l INFO

Q: {t4f L2Advertisement ?

A:

1. L2Advertisement 72 MetallB 12 EE X RIR (CRD) , FATIEHIMBLL 1P suhtjlptbht v 18
i ARP (IPv4) 5% NDP (IPv6) 1£85 = AT 4%,

Q: L2Advertisement HIBRIEtTA?

A:

1. $8%E7E IPAddressPool RIBLE IP i3E#H4T L2 J3% (ARP/NDP J™4) ;

2. I BT ARARALE 1P JRIREE R HE
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3. 7£% NIC, ZMEMEPRGI ESTHE.
fMmE< , BE5VF MetalLB : L 1P ATRAS#% , B4 (6120 , MPLETT )
HEEEEAT , RREN L2Advertisement , MetallB A& HE(EMitit,
Q: MetalLB 1 BGPAdvertisement E{tA4?
A:

BGPAdvertisement f& Kubernetes B X RIREN (CRD), BT MetallB ~ , XE—1NATHE
J& Kubernetes BT BIAMZ3SI. BIEHZNAIET BGP (AR M XHMY) % IP MISTE (#£

IPAddressPool AHREN) BELIMNIBRILE,
Q: BGPAdvertisement ZFEZENG ?
A:

1£ MetalLB ] BGP ##X\F , 1225 54Nk 25 81d BGP BN EXAR , FHBENAS

Kubernetes Service X% M IP. BGPAdvertisement RIBEAWFE :

o PEHITPLLth AR B
- BEMHHESTRE , 0 :

o HERE
+ BGP#tX

o FHBIRSER (BGP fL5ELK)

WRAKEN BGPAdvertisement , BMFMLREECE BGP XK , MetalLB th A& B S,

1B Web 125 & BI1FE4MD 1P Rk

1. B\ FAEHE,
2. NSRS |, ad MEETE > SN0 IP ik,
3. |mir BUZESNEE IP HihiEih,

4. IRIEL T ABC E R LS4


https://metallb.io/
https://metallb.io/
https://metallb.io/
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o L2 BT MAC It IBEMEER | EEFR R AR KE ZZ3THRA/ N
Figkzg , RAECE AR ERLR.

F
=

« BGP (Alpha) : &T Pl AEER | £/ BGP MGTIREAR(EE. |
BEBEFRRES N BARGT I TRAMAENAEME , AASA Y RIS
MR,

3XFF CIDR 1 1P SEEIRHIMA . R AR FZN5B , R~EIT -
IP &IE CIDR: 192.168.1.1/24 ,

IP3GE : 192.168.2.1 ~ 192.168.2.255 ,

ELREXT , TRATAERTAZFE VIP RENT S ; £BGP#EXT , 7T
TERERTAE VIP , 5% R BGP EEHmANEE KRBT A,
o THRAW : IRENRLHREFTHTA.
o PRESEEDS  IRIEMRSEET AT A
- o BT RVEE  PBIRRAEBEERLATHATA.

" AT

EE
o 1/ BGP 28U} , TN RE T —HT R ; MARFTET AT AE BGP &

= RFEE,

o BERABRTHACEARSEERERR T RAMLOEE AT AT R ; RFNEE T M
% NRATATRENENIE.

BGP X

=k 164% BGP XK ; BXREMAKECE |, §5% BGP XK,

5. mir B,

BT CLI GYESMID 1P St
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kubectl apply -f ippool-with-L2advertisement.yaml -f ippool-with-bgpadver
tisement.yaml

k/r/\—
BESZERE
1. 3N\ FEEHE,
2. EEMEAF |, S MEEE > SMNIS IP Hbtiib,

3. AT NEA LA EREERM UEF MetallB (1B HEERE.
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Q Alauda Container Platform

Aoe M

B=x

IP S ECALIY
Calico f%&
L SRFNPR S
{# /3 Calico P& F7R%51+ M B E LRI (CR)
BT Web 1544 7 Calico M4% A5 F M
83T CLI #£ Calico M4&H BI3EF M
BENE

Kube-OVN M4&

\

¥ Kube-OVN Overlay I4&F7R51F M B E LURIR (CR)

BT Web %% & 7E Kube-OVN Overlay P£& e 4172 /X

B3t CLI #E Kube-OVN Overlay R£& e 4132 -

TEMLZ

18 FRLEA

B Web =% & RINFEML (FTiE)

B CLI A INAH ML

JAIE Web $£HI& 780 VLAN (AJa%)

183 CLI %0 VLAN

1§/ Kube-OVN T EMLE7RBIFM B E LR (CR)
EIE Web 2% 57E Kube-OVN T EM4& 415 X
#B)F CLI #£ Kube-OVN T ZM4& A 4115 T ™
FERIRIE

TREHE


http://localhost:4173/container_platform/zh/

BIT Web 156 & BEHM X

i CLI EHM <
BT Web =5 & EHRE IP
BT CLI BHRER IP
T Web =% & 2 ECRE
I CLI fEcT B
i Web %) & 5 Bidh 4 25 /6]
CLI S Fedn & %)
$ Web 2669 &RFM
CLI ¥ &+
I8 Calico 4%
BT Web #24 & Bk
BT CLI MifkF ™

I
flfl

f:L

B
B

IP 73 BN

NOTE

WR—MRE AL T EWAECT £

o WH L
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DR BLFEUAE AR —F R —14 1P ik,

o MR—AMBIRBLHEEIFMW , MZME FTHAGET

|P 3,

fin & T[S BC

o MR—NHETEIXBHEEFW , Mixd LT
itk ANREGATFMEH IP IR E | Pods ¥ Ti% B3,

SE]H ) Pods RE
B 1P Hbht, 2NREIAFMFE IP HHEARE |, Pods ¥ Tix /250,

o MRE—AMBEBEEFM , NI E T A da & TEF K Pods 28

B Pods R

EfE FROAT W

E{E IR T WY

REfE FBOAT KRG 1P



o MR—NDEHZTELPERFM , Nixdn & Z=EF ) Pods RBEEAIZHFEF MK IP i
k.

Calico ™%

£ Calico LR BIFEFI , DASCINER B PN BT IR SE 4B LA R4 R 5

2A) R R

1£ IPv6 IR | ZNATEDLT |, 7E Calico MBI FM{ERA VXLAN £3k. FImH
VXLAN #3505 IPIP H3iMigAARE. BHFZEMRR UDP i 4789 2.

{£ 8 Calico L& IR EIF M B E X RIE (CR)

apiVersion: kubeovn.io/vi1l
kind: Subnet
metadata:
name: test-calico
spec:
cidrBlock: 10.1.1.1/24
default: falsea
ipipMode: Alwayse
natoutgoing: truee
private: false
protocol: Dual
v4blockSize: 30

1. ¥4 default A true B, {8 VXLAN 3,
2. 55 NH KBS AE RIS

3. 15 B ILE NAT %K.

\\

181 Web 1% & 78 Calico M4&H 1 E 1 XX

1. 5% e,



2. EEMSAAF |, By MREE > 7/,
3. Bl AU,

4. FRIEL T BABCEME RS H.

R FMYEAETE RS A TG , a4 TRANNASEREYERLL CIDR N
CIDR ) 1P b TIE S,
7EE : X CIDR # BlockSize X AN KR , HEN ZERNA.

WEFRERINN. IPIP FEBRAE AR S,

« IPIP : {5/ IPIP UMY RN ERIB(E.

HEHMY . .
+ VXLAN (Alpha) : f#f VXLAN RIS IE .
o JoEE B MR A BEEEE.
LA MICA IPIP 2 VXLAN B, IR EH A | ZIAH Always,
« Always : 1A% 2 IPIP / VXLAN f%3&.
H AR
o BFW  ANYFENAERRFMESA IPIP/ VXLAN f%3E ; 4 FEHNAER—FM
B8 I B R & BT
EEER SRR ERE NAT (MK ) | THABA.
b E FERATREFMA ZSLE RSN LK B 5 245 SMET LK BV [a)

NAT YRR YEIRE NAT B, 4L IP RS RTFM A ZFAR VIR ; 4REH
i, FRIRNE AR IP B EERERINEMLE.,

5. Bl fA.
6. T MFAEE M , 154 #4F > B0 / 2B & <IAl,

7. ERRBCEF BT .

181T CLI #£ Calico 486172 -F X



kubectl apply -f test-calico-subnet.yaml

ZENE

CIDR #1 blockSize 2 [E]fIENSILAL < RN T R ATR.

CIDR

prefix<=16

16<prefix<=19

prefix=20
prefix=21
prefix=22
prefix=23
prefix=24
prefix=25
prefix=26
prefix=27
prefix=28
prefix=29
prefix=30

prefix=31

l NOTE

blockSize X/

26

27

28

29

30

30

30

30

31

31

31

31

31

31
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FHHE

1024+

256~1024

256

256

256

128

64

32

32

16

BN IP FHEI RN

64

32

16
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AXFFRIBART 31 HFMELE.

Kube-OVN [M2&

£ Kube-OVN Overlay P£& R 4J2FW , DASCHLE BE SR IRA SEARRL P 4R PR

l NOTE

FARNET join TR , AT R Pods Z[AIKIE(S ; 7EE 5 join FIRETAYE AT R [E) FRIRIL% BRI

o

21y
Ko

{fFl Kube-OVN Overlay f4&i)7R451)F R B i &R (CR)

apiversion: kubeovn.io/v1l
kind: Subnet
metadata:
name: test-overlay-subnet
spec:
default: false
protocol: Dual
cidrBlock: 10.1.0.0/23
natOutgoing: truea
excludelps: e
- 10.1.1.2
gatewayType: distributedg
gatewayNode: ""e
private: false
enableEcmp: falsee

1. 52 B YERE NAT 33K,

%
s
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&
S
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w
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=
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D
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&
(@)
(9]
>
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=
QD
’—I
}_l.
N
@
o



5.2 0L ECMP 2%, BT R EIXAREHE RS RAIIRE.

18IS Web 1=%] & 7 Kube-OVN Overlay P& 61 3E XX

1. 53 e,

2. EAMSHAF |, By MEEHE > 7M.,

3. B BIEEFM,

4. IRIEL T BABCE M RS H.

RIZREL

RER IP

ECMP
(Alpha)

PR R

=
Him

3 77
NAT

DS

ERTMoRAMB G E TG , ABNK IP 2B Pods £/,

BEMRE IPEASWENNE. S0, ATRUBMETEALH BRE IP k.

iz N PSSt e ki

- A RETREAN I MEA YU RTEN L Pods st TR, SRELSY
ik,

- SR  RETHTE Pods EA— S MFEENEALET R , T4
BRI XS ES) . REZANETR WXT R TS B,

WeiF p R BRES , ATRAEA ECMP Zhae. BUMBEILT , MRIAEMNERZ
17, REEMXAIERE. BA ECMP (54 ZK2KA) 5, HiEkE
S ENFERARERBRIFTATARIMNRT R, NMENRXKEFTE.

EE ERAIEAS ECMP AXMIIRE,

A P WK, EE— MRS MFEENEAM KT R,

R BEMLIERE NAT (MgtFes) . BOMBER TR,
FEATRE Pods ViR BB RIS 5 S5 SN IR

LR YEIRE NAT B, 4 IP BAEALATFMA Pods RIVIIAIMBIE ; 4R E
FAES , FMIPY Pods () IP R ERFREAINEME, EXFERT , BINERS%
K,



5. B fA.
6. FEFMFEME B , 5% RME > HECmE / fh & ThE).

7. EARECEI R L.

#iT CLI £ Kube-OVN Overlay M4&ch 4152 W

kubectl apply -f test-overlay-subnet.yaml

N EMZ

£ Kube-OVN T ZEMEKR A W , XA ASCHL B IRA SELRAL E AR FRES |, I mT AR SR 47
AIMERERLS

l INFO

Kube-OVN T RHE 5 MK BTRYIEMBE KSR, §SMARMARK % Kube-OVN TEMIEMLZE DL
RIS

RS
7 Kube-OVN TR QIR F M —MmAeh AR > VM VLAN > S5 F .

1. FOAMERE TR,
2. TN RECEMAE R,

BT Web 15H] & RIMFTEMNZS (7]1%)
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kind: ProviderNetwork
apiVersion: kubeovn.io/vi1l
metadata:

name: test-provider-network
spec:

defaultInterface: ethl @

customInterfaces: e
- interface: eth2

nodes:
- nodel
excludeNodes:

- node2

1. FOAMZE R B TR,
2 RV RELEMEF,

FriZM4 I — Wk , RN RHERINER , TR R RMERE , ST SYEMLE
B IE,

BRIEDIR
1. 53 Fael.
2. EEMSAAF |, By MEREIE > AR,
3. By ARINMTHERLE
4. IRIBA T RBAECEM RS,
PE=NE

o B Pod 2EREELHT A LKA Pods SAEEY 8T mASEE RIS E F RS &
ZE[EFE) Pods, XEURTHHERLE T 5 MEKTHEL.

o TEFMFHRTRARAEGLITMER , FHEMEERRME KL INESL TR &
REAECHAMIRE |, 6120 SSH. B0 , ANRAFHEMLEE =T iTRIER eth0, ethO,
ethl AT TE , MECGAMLERETLLUKE R eth0 , TR =MIMERAT AR E A ethl,



B & FM - Alauda Container Platform

2% R

ZIARLE R . _ .

% IRAMBILT , BAR Pod B4 AILIE A SHIE A& B IEKFTEMNLE R,

78

BN REIE _ .

—_— EEERNT R L, BAF Pods BFHEEFEEAIME R , MAZEIAMLE R,
LHERT R, FTE AR Q) Pods ¥ ARSHHEEIXETT S AT
L&,

AT R

EE - HERT R K Pods B TTE SRR MBS T R A MK TIESE
TEE B Pods EEZIXLET A,

5. By A0,

BT CLI ARINH 3 P2

kubectl apply -f test-provider-network.yaml

181 Web %5870 VLAN (7]1%)

kind: Vlan
apiVersion: kubeovn.io/vi1l
metadata:

name: test-vlan

provider: test—provider—networke

1. VLAN ID,
2. MM s .



FEMACE T ovn-vlan EAURIBK , K iZEHE| provider HiiEMLg, b IECERTH VLAN
ZERRHAAE ML, IIMSKIL VLAN Z [HH IR .

BRAEDIR -

1 5| FAEHE,

2. EEMSFAAS , Bdy MLKEHE > VLAN,
3. By N0 VLAN,

4. IRIELLT U ERBCE M RS HL.

S TP

VLAN ID Bt VLAN HE—ARRT , BT XA R EREU R

B L% VLAN ROEREIAT R ML |, DUESHYIEMEHITEE.,
5. By NI,

1BIT CLI 0 VLAN

kubectl apply -f test-vlan.yaml

/4 Kube-OVN T Z L& 7~ Bl R B XE LR IR (CR)
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apiVersion: kubeovn.io/vi1l
kind: Subnet
metadata:
name: test-underlay-network
spec:
default: false
protocol: Dual
cidrBlock: 11.1.0.0/23
gateway: 11.1.0.1
excludelps:
- 11.1.0.3
private: false
allowSubnets: []
vlan: test-vlan @

enableEcmp: false

1. VLAN 5| A,

BT Web 12541 £ 78 Kube-OVN T 2 M4& 50 4138 F XX

l NOTE

FERMACE T join X , FIT7E Overlay {£4#it€z T Al Pods Z [EJfIE(E.
WX TEARSER , A4 join FEMFM Z [BH 1P ERfZE,

BRIEDIR

1. %3 FaEl

2. EAMSIA=F |, By MEEHE > 7/,

3. B BIEEFM,

4. IRIEL T EABCE M RS H.

HFMETREE



e TR

VLAN TMATEH VLAN,

FW ERFMYI MBS G2 TG  YBEFMIK 1P KEL B4 Pods £,
ZES LRF RN EIEER .

*&E IP TEEMRE 1P EASWENNE. FlE0 , ATRURMETEALR BE IP ik,

5. B fA.
6. FEFMFMEEIM , 1%E8F 3#1F > pEURE / dh & TH.

7. EARECEI BT L.

18T CLI 7£ Kube-OVN T EM4&h 4178+ X

kubectl apply -f test-underlay-network.yaml

PSS

Y E P ERELE FEH Overlay FRIBT , AT RURIEFERCE FEAH Overlay FMZ B E
ShE &,

FMEH

8BS Web 1% & AT <
SEEERHERER, F%T A NAT .
1§45 FAEE.

2. FEAMNAEF | B MEEE > 7K,
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3. BT REER.
4. WeFE 1R4F > BHIMK,
5. EMSHECE ; ARFMAEE  BE N SNk,

6. B FARE.

BT CLI EHME

kubectl patch subnet test-overlay-subnet --type=json -p='[
{"op": "replace", "path": "/spec/gatewayType", "value": "centralized"},
{"op": "replace", "path": "/spec/gatewayNode", '"value": "192.168.66.21

0"},
{"op": "replace", "path": "/spec/natOutgoing", "value": true},
{"op": "replace", "path": "/spec/enableEcmp", "value": true}
]I

BT Web =% & BH{RE IP

P 1P FRAERER 1P B , TIRABARER 1P STIA A EaseE, BIRsuAm.
L $45) FA B,

2. FEEMHRET | Bt WAEIE > T,

3. BEHF ML,

4. ¥o4% $4E > BHHRR 1P

5. EFTTEAE , B A

BT CLI EH{REE IP
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kubectl patch subnet test-overlay-subnet --type=json -p='[
{
"op": "replace",

"path": "/spec/excludeIps",
"value": ["10.1.0.1", "10.1.1.2", "10.1.1.4"]

1B Web =58 57 BcH B

KM AECLATEM B BT ENE Pt ERMBE A EMBKMNERE , HREINHEA L
B RIR,

1 ¥2 FEEHE.

2. FEAMNAZF | B MEEE > TR,
3. BT MEE R,

4. 3% BaE > HECRE .

5. RMEBHIE R , S S
B3 CLI B E

kubectl patch subnet test-overlay-subnet --type=json -p='[
{

"op": "replace",
"path": "/spec/namespaceSelectors",
"value": [

{

"matchLabels": {

"cpaas.io/project": "cong"



BT Web =% & 53 Boan 4 Z5[A)

KT W BCAa R E dn 4 2= 18] ) ASSHN B4R ML S ) AR [ 5

TR IR EENX , NI IR HES | EMRLINA WS N BREFELTES

HREREE,

1. 53 e,

2. FEAMNAZF | By MAEEE > TR,
3. BT MEZFR.

4. 3% BaE > Nlcar & TIE).

5. NS R & T EJa , B HEC.

1B CLI 7 Acds 4 =[]

kubectl patch subnet test-overlay-subnet --type=json -p=

{
"op": "replace",
"path": "/spec/namespaces",
"value": ["cert-manager"]

}

B Web 268 R+ M

LBFMKERE 1P SEELARNE FRBIEEDRFE RS |, A RURIE 7 WSE R

WA RSFHIER 1517,

1. 53 FaEil,

2. EAMAR=F | B MXEE > FK,

3. BT RIHE AR,

4. 155 BaE > P RTM,

1TV R MAa®E
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5. RARLEH # FH.
BT CLI Y R+

kubectl patch subnet test-overlay-subnet --type=json -p='[
{

"op": "replace",
"path": "/spec/cidrBlock",
"value": "10.1.0.0/22"

=18 Calico WM&

XFHHRRBMGL N | BXEAMES , 55 L TEAHR F 64T ASE.
BT Web 3% & MR

l NOTE

o YFREMERES , RNBEBSAFRFHAK 1P, BEHRTRAKEOETT |, IP HIPRRIFAEL
BEATRTERE MEHTER. BATUERZUERRIAFIAN P, AR SRE R
2 =[RSy BCAT I RIAHEE A

o BUATFMITTIERIER.

1. 83 Fagi.
2. EEMSAAF |, By MEREE > FW,

3. By i > MR, FFAREIITHR.

B cLl Mifk—+
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kubectl delete subnet test-overlay-subnet
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Q Alauda Container Platform Q

B ML R g

l INFO

TFAUERMET A ARRIRMLS KR Ul [BAR Ul AT 3B HENARE |, MHTAR Ul EMRTE |, HiR
H7 R4 YAML Jrtaes. FRAVEFEFERIR VI,

HIXAFAEEREM network-policy-next IHREI HERLIRIFAR UI.

o

NetworkPolicy 22— % == [ESEEK Kubernetes BRIR , B3 CNI #i4S3l,  IA IS LK SR

ZATAE ] Pod FMERITE |, SRIDIARER S | FRRT T K.

MBI T , BT Pod AJRAEREB(S , AFEBETREASEMESERE, UNVH
NetworkPolicy f§ , E#% Pod RIS 4 EIEATEHITE.

I WARNING

W& RIEUERTARNE , ~2BLA hostNetwork =117 Pod,

75 NetworkPolicy :


http://localhost:4173/container_platform/zh/
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apiVersion: networking.k8s.io/v1

kind: NetworkPolicy
metadata:
name: example
namespace: demo-1

annotations:

cpaas.io/display-name: test

test

spec:
podSelector:
matchLabels:
pod-template-hash: 55c84b59bb
ingress:
- ports:
- protocol: TCP
port: 8989
from: e
- podSelector:
matchLabels:
kubevirt.io/vm:
egress:
- ports:
- protocol: TCP
port: 80
to:
- ipBlock:
cidr: 192.168.66.221/23
except: []
policyTypes:
- Ingress
- Egress

1. from # to XFE{AXFF namespaceSelector .

B

TBid Web #%7) & €132 NetworkPolicy

equ

183d CLI 83 NetworkPolicy

podSelector .

ipBlock



1T Web 1244

1. 3 )\ Container Platform,

2% NetworkPolicy

2. IEZE M SHA% 535 Network > Network Policies.

3. ;i Create Network Policy.

4. ZZ TR ARAE RECE.

(X33,

B#x
Pod

Pod &35

LRIRIE DB A) Pod T

5

FELEFTE NS E

R =Lk
& 7|8

WeHR I RA N

NRMT £ Pod

NRIR e

VA

U EXT A B AR Pod FIARE ; aIRFRE , N
T Yaidn & = AINETE Pod.

M Preview & & Y4 HTR4E SRR 28K B AR Pod.

FELEFTHE R B Pod ASERE.

Sy-=z
rE

o JNR7E YAMLH] spec.policyTypes FEXHWR
07 Ingress , {BRACE EARN , Y]k [E]5FR AR
£ Bzha% [RLIETE AL E &0,

o WNRFEMET YAML ] spec.ingress .
spec.egress Fl spec.policyTypes FE& , V]
e m R AN A B3NAGE [HETAAERE 1%
.,

ULEC Y4 aidn & T RINAEBTEEAFER Pod ; RALEL
i) Pod BT RAARIE AR Pod, &0 Amifs Preview &
EYTHLNEIRA Pod, tNRAREMHI , BHAREF
LRI & BN Pod ViR B AR Pod.,



X33, el

Z A& L

B 2k KA.
= E[TE=S
FidnN]y
Pod
P3G

¥ [

BRLE TR EhRE

Hitb 22K

5. i Create.

WA

ILACE N EFTEEHER G & TEEK Pod ; RBNL
Bcal Pod ATRLARIE 4R Pod, #&0]PAmid: Preview
BEUATALNFZIEK Pod,

o WMRERACE T 4 TEEFZH Pod &%
NERFE A EE |, BPNFSEdr & TRIFEFRAFTE
TR Pod,

o WMRKECEHM , BARFERNFTEGLZTHEK
FiA Pod /(e B 4R Pod,

MRV B4R Pod i CIDR |, A BLHEATR S04
[B]f CIDR SGREl. ZNRAACELI , NAFHETRE
vilal B 45 Pod,

VAR AT BN example_ip/32 TE R HERR A
IP ik,

ULACHE RE MY ANis D R = ; o RURINE w2k
Pod EHIRA&FR. NREKECELIN , NILECAT B
H.

FRLEFTE MB 4% Pod A HRE.

N
1=

o JNR7E YAMLH] spec.policyTypes FEXHWR
AT Egress , {BRECE BANN | )k 0]k B R}
S BENAE [BIEFTEHILRE 155,

5 N\ih SN, AR BERR.

18T CLI 4172 NetworkPolicy
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kubectl apply -f example-network-policy.yaml

]

MEBEZVERE |, FEFHE AR Network Policies 7,

B


https://kubernetes.io/docs/concepts/services-networking/network-policies/
https://kubernetes.io/docs/concepts/services-networking/network-policies/
https://kubernetes.io/docs/concepts/services-networking/network-policies/

A7 Admin MZ&5KRE - Alauda Container Platform

Q Alauda Container Platform Q

B3 Admin RIZE SRR%

l INFO

FEURHMFR MR REE Ul [BAR VI AZRAMHRE |, Fiik U BEMRE , FRERE
YAML 4825 . B HERERFR U1,

BEAFAEIERFFE cluster-network-policy F1 cluster-network-policy-next ZIHBE[T]

%, RAIiRlETAR UL,
FTHREE B 4% Sk B% X F Kubernetes community i Admin Network Policy ~ #rAE&T , IR{3tE
RIBENICEARIES WELE LM,

W Z AW SRIE [F) BT AE SR, A AR B SR © Admin Network Policy 4T Network
Policy , Network Policy {;5zF Baseline Admin Network Policy,

BRAELSTRAT


https://network-policy-api.sigs.k8s.io/api-overview/
https://network-policy-api.sigs.k8s.io/api-overview/
https://network-policy-api.sigs.k8s.io/api-overview/
http://localhost:4173/container_platform/zh/

Evaluated First

Bl Admin RI4E K& - Alauda Container Platform

User

am
Sys Admin

L §
Developer

Priority

-

om
Sys Admin

Evaluated Last

[[1 Existing NetworkPolicy API Object

O AdminNetworkPolicy API Object

H=x

,

l_\l:l

EEEI
BT Web =% & 4132 AdminNetworkPolicy g% BaselineAdminNetworkPolicy
JBIZ CLI 1% AdminNetworkPolicy 2 BaselineAdminNetworkPolicy

HA TR

\

=z
=
V4 AN

diinl

=41

{¥ Kube-OVN CNI 3 #F admin 4% SRR .
7£ Kube-OVN MR |, IXTNEELL T Alpha hRARTEL.

& b HBEfE/E— Baseline Admin Network Policy,
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AdminNetworkPolicy 7~

apiVersion: policy.networking.k8s.io/vlalphal
kind: AdminNetworkPolicy
metadata:
name: example-anp
spec:
priority: 30
subject: e
pods:
namespaceSelector:
matchLabels: {}
podSelector:
matchLabels:
pod-template-hash: 55f66dd67d
ingress:
- name: ingressil
action: Allowe
ports:
- portNumber:

protocol: TCP

port: 8090
from: @
- pods:
namespaceSelector:
matchLabels: {}
podSelector:
matchLabels:

pod-template-hash: 55c84b59bb
egress:

- name: egressl
action: Allow
ports:

- portNumber:
protocol: TCP
port: 8080
to:qﬁ’
- networks:
- 10.1.1.1/23

1 BE/ N, REREE.
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2. subject : Ex% RBEFEE namespace selector B} pod selector # ] —7,

3. action : AJI%{EA Allow, Deny #ll Pass, Allow R/RAVFREAR] , Deny RINBELER=

Jila] , Pass SRARAFIREFF B AN SRR RE ML SR , A MRIRRE
(NetworkPolicy #1 BaselineAdminNetworkPolicy) R4 E.

4. O] %{E A Namespace Selector, Pod Selector,

5. A]1%{E A Namespace Selector, Pod Selector, Node Selector, IP Block,

BaselineAdminNetworkPolicy 7~ :
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apiVersion: policy.networking.k8s.io/vlalphal
kind: BaselineAdminNetworkPolicy
metadata:
name: defaulta
spec:
subject:
pods:
namespaceSelector:
matchLabels: {}
podSelector:
matchLabels:
pod-template-hash: 55c84b59bb
ingress:
- name: ingressil
action: Allow
ports:
- portNumber:
protocol: TCP
port: 8888
from:
- pods:
namespaceSelector:
matchLabels: {}
podSelector:
matchLabels:
pod-template-hash: 55f66dd67d
egress:
- name: egressl
action: Allowe

ports:
- portNumber:
protocol: TCP
port: 8080
to:
- networks:

- 3.3.3.3/23

1. 8 HEed)E— metadata.name= default ] baseline admin P& RS .

2. A]1%&A{E A Allow, Deny,
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BT Web 1= & €172 AdminNetworkPolicy ¥,

BaselineAdminNetworkPolicy

LN FEEHE.

2. EEMSAE [ MG > SRRERIERRRE.,

3. =7 B Admin M5 5EEE 5k BCE Baseline Admin P48 5RHE .

4. ZRA BT AR <AL E

(X5 2

R
B
(EES)

R5E%k

Namespace Selector

Bx YRR E #F Pod TiYE
Pod

Pod Selector

YRR E AR Pod Tl

AHA MENE

WA

Admin P& 5ERE B Baseline Admin 48 SERE K]
B

RTE SR ISR IR | BRIk
s
JEE : Baseline admin M4 KR LIS,

PAREE XS TE RS B Ax Namespace AR |
EARE , WRBERATANEHTE
Namespace, WEE , RIE{NERTILAD XL
1% 258 Namespace #f¥ Pod,

iy T ER UM R B 4 Pod.

A ENT FEIEE BAR Pod IARE , BARK
B, NKRBE/ERAT Y47 Namespace FATH
Pod.,

R TS ER UM R FEKE 4K Pod,

FERAMATLIRE 45 Pod WA ORE. HB=F
3 : Allow (ARVFRE) . Deny (FELER

£) . Pass (B FTEMERERRA admin B
1RRRE , AR ER Network Policy 4b8 | &
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Ll
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HLI Pod Selector

WiER - AL

RN Z A

KRS , B

M A2

B E R

A,
Namespace
Selector

i

A Node
Selector

WA - A

PRI Z A

KRS, & IP 3

M A2

B E R

A. Hithz ¥

Vi

7t Network Policy , NJEg Baseline Admin
Network Policy £M8)
E : Baseline admin P4& SRHE N STIEah e

Pass,

DLACE AP FE AR Namespace ) Pod ,
RBILECH Pod eV B R Pod, A iy YT
BEUFIHLNFZNEA Pod.,

o ZRTECE T namespace 1 Pod %325 ,
WERAZ & , B) NFEE ) Namespace 354
BBTEEMREM Pod.,

o ERFECEMM , ARGFEHTHE
Namespace fIffH& Pod ijjr]B#r Pod,

ULEC 2457 Namespace FEEAREH Pod , R
BILECH Pod BEVIEIB 4% Pod, A] My TS

EEYFANEIRN Pod, ERECENT , 2
A HET Namespace F1 A Pod (e B AR
Pod,

DLACERE RN AR ORI E ; AT AN T i
8 Pod LiRA&FR. AARBCENM , NILAD
FiBmA.

185 BAx Pod AAFVIRITI /R IP, AIIBIET R
PREFEFET R, 125 Pod RIVIRIITI R 1P,

FEE B A5 Pod AFEHR CIDR S, #KAC
B , ZMARFB AR Pod EHEEE 1P,

SAARESHSN , BLEERAITAME.
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&1t CLI 4] AdminNetworkPolicy 5k

BaselineAdminNetworkPolicy

kubectl apply -f example-anp.yaml -f default.yaml

HAB BT IR

o BCESAMLE RN

\l
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Q Alauda Container Platform Q

A & S A 4R SR I

£ BELR SR T TR BRI B R RIS EIFLR), BRZIeER  AEME Z [AEAMERR
¥, REWMB it EAATEE T MK FE IR, ] US040 B 5 [a)Ek 1P Bjs(a)# )
ST

FcET AR , RRMEREERDIER TG ETET |, FHAlER T B KMERIZTIRER
HRPEE,

B=x

EEEM

ST

Y]

\l’/

o SERFRULRIRIR A SR BT S B FTE AR AR B B STFFRILR SRk

o Kube-OVN #1 Calico &M% SR .
o Flannel N3ZHFRLE SREE
o VhIRISEHEER BE X MRS , B] S R A IFHE .

o IZXTNBETE Kube-OVN MLEAET T 4T Alpha IR A SAE .

BRAEDIR


http://localhost:4173/container_platform/zh/

1. #ANFAEHE,

2. EEMISAAE [ MLEREIE > L REMILE RIS,

3. A RECE.

4. RBRL TR T AR KECE .

LR
i[5

IP By

5. miffcE.

iR

ERITEmE BEeREITX , AR , RExA. FEE , SHLiEHN
FrETE Z [AKMEIRES , HAbRIRA AVFEEFNE—RE (FI1205M8 1P, fa
BHWER) . ARIRIE IR RSN R,

S BT R B (B Fe 2R B8 I XA A 3.

Ao B ile) IR B A B RT3 E

REANNFIEECEICR , XFLKRITK.

IR B N RAER IR B AR B I B B0k TR A  ZEE AR E THAET
WK B AREE .

ASBNAETF R B (B Fe 2 fR B8 I RAT A 3.

Ao S iR AR IPIEFI B 4R E

REAIFIEEEICS , 3L HKICR.

1R 1P B MEFIEE IR B AR B M IP 2k CIDR B ; fEB AR E FHAEP &
WIIRIKE R E .
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Q Alauda Container Platform Q

£3Z BGP XK

TREIDERUTEAER , MEREARRK AS Z[ELEZR— AS NP , @i BGP #rXit
1TIETE.

B=x

NS

SR A

/5 BGPPeer B &R (CR)
1B3d Web &4 & 42 BGPPeer

183t CLI 6% BGPPeer

\ N\
ANE
RE 15tEH
AS FERHE—HAREIRNMBIRN—AHKEZ , BIMERSE—HKRBRKE ., £ BGP M%%

B, B AS WAB—MHE—H AS RSV HSHEM AS X TF. ASRSHA 27T
AS 4R SH 4 71 AS YRS,

AS o 2FW AS GREWEEIR 1~65535 , Hrh 1~64511 £7F Internet I AS 4
Q =
WS B /AL 1P B ; 64512-65535 RFLAE AS S , 2UTAA IP HBAL,

o 4FTT AS fRSHILEIRE 1-4294967295,

STFF 4 71 AS IRSHIRE T LSS 2 71 AS SRR RE.


http://localhost:4173/container_platform/zh/
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FeRFAF

BIXAREHE RRABFMRTIRE,

5] BGPPeer B X &R (CR)

apiVersion: metallb.io/vilbeta2
kind: BGPPeer
metadata:
name: example
namespace: metallb-system
spec:
myASN: 64512
peerASN: 64512
peerAddress: 172.30.0.3
peerPort: 180
nodeSelectors:
- matchLabels:

alertmanager: "true"

BT Web 174 & 412 BGPPeer
1N FEEHE,

2. EEMSHAEF , R MEEE > BGP XHHK,

3. mifi Bl BGP XK,

A FSEZTRAEE S

ZW TS

&M AS Y BGP EHZ T RFTIE AS B AS R 5.

0
=



XHEE AS

e

XK IP

i IP

X F{hin -

BGP H#%
TR

eBGP %k

RouterID

5. R BlE.

Bl BGP X%{K - Alauda Container Platform

DS

R R ERAEK , BWEA IBGP BLE |, BIAH AS JRS NV 535K
AS RE5—H.

BGP XfZHARTFE AS [ AS 4w,

BGP XyER IP stk , WIE — N EMH IP sl , "TRGEIL BGP 1%k,

BGP & M IP 33k, ¥4 BGP & T RBAZ A IP B |, EFEE M4 1P
53tk BGP %,

BGP X &R iiRAS.

B3 BGP MR, MRKEENSE , NHTHT RREEIL BGP &k,

FVFFEREIRER BGP RS Z A2 BGP &, 4 /SRILTIRERS , BGP
BIRBEMEOA TTLEN 5, AFES T IEMRR S Z BRI BGP XX
R, EMRBOTEMRE,

— 32 MBFE (EF RN TEHERERETR , KT 1Pv4 thiAxsX)
FITFME—4RR BGP RI4Z& 7 BGP FfER2S , 1% AT BGP MEXA. 1
MR, R R ER A AR SEHRIL (AL,

1B CLI £ BGPPeer

kubectl apply -f test-bgb-example.yaml
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0 Alauda Container Platform Q

PURCIEES S

21 ALB ¥ZE S0 VIP MEEBERP OBE AR (Alpl  #H% Kube-(
77k 1 : {3 LoadBalancer ZERIRGNEREE SRR & AR
Fik 2 - {ERSMNBREBIAENR R IR G VIP BRIELTR ANEMRR
Al MMRESK
[T=2 ]

Underlay 1 Overlay FMHE 38 {3 OAuth Proxy fii4 ALB

RIS SV B2 Gatew:
Procedure EBZE MetalLB
Result ®E Pod &%

e & SRR & 25

B &R

ALB2 B LU&IR (CR) Rl ¥ IPv6 =it A 2EFNK IPv4 itk

BT Web %I & A1 th 91825 RO 5

BT CLI 2 fRaaigas L muT

BT Web 1586 & B REIE

i Web 2l R B % .

B CLI MRzt es SRR

AoE WIri%0 (Frontend) Calico M4& 373 WireGuard Nz

B &R ) AR

Frontend B X &IR (CR) /Rl S Kube-OVN |

83T Web % & 42 i risE (Frontend ST .

Wit CLI QIR KRN (Frontend) e ot

EEEW


http://localhost:4173/container_platform/zh/
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JREARIE BRIESIR
EPSES(E LERIUE

Rule BE X &R (CR) /=l
BT Web 155 &SI R
B CLI gIZEHLN

A5 ALB iz
BERAE ARiE
WIETERR BAIELIR

HABRIR HITTERR

SRz A
AR



Q Alauda Container Platform Q

1 ALB #Z =R A VIP

REBAE IR S AMFE—D VIP, 3KER VIP ARG,

Bk

7k 1 : {£F LoadBalancer SRV NHER & FRIZ {3t VIP

TTik 2 - (RSN R BER & IR G VIP

777% 1 : {9 LoadBalancer 258U IR E4 B2 14t
VIP

ERIE GBI , B NEEEREm , RG4S B318IE—1 LoadBalancer 2SRV PNEREE
FRATEINERIRM VIP, IEFERZAT , EIHR U AT ST LoadBalancer 5BV PNEREEH,
BT MERTFAENEM LoadBalancer NERM SN , E{ARCE E S #% External Address

Pool ; 2NR NEPISEEEIHE A , NFEAREAERECE VIR,

Fri% 2 : (B FASNT B EIR B IR VIP

o BRERT , EEMLE TIRIMEIATBIERSH 1P ik (2K 1P, FLM IP, VIP) B34,
R B(E RIBBE AN IR E R GBI E Rt , NFEEiR AT SN E AL E R4
fEAT. BE AR BIIER RIR M VIP ; tnRIKE |, WA RAER fika8dE=+0 LB fi#
RAZE (Alpha) ,


http://localhost:4173/container_platform/zh/

o RIENSFIHFR , SNDABGRFTEANNBERNGHRERRESE | DU ALB FHERS
AIEHLES ), ERIGERCET

RN ESH ik

o XF4&bk&Rt , HE : 11782,

il
o XPFMbER AT : 1936,
171 BREEMINSEE , #UER TCP,
Ny R 48 B B BRI BN s Iad[a) |, B INECE R 2 7.
KA @RI EEENE , BINECE R 5 #.

M RRE RE JEtin AR 55 2 AR EIR R BT B HIEL R BOR S , BXECE R 3 XK.
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Q Alauda Container Platform Q

AR D REISE R (Alpha)

B A —NE E AT AN A SIS S E R RSN B AR A R OBl (LB) |, A%
/> ALB feftiaditafneh , DRSS IRIETEE . E3TFFX IPv4, {X IPV6 BX IPv4 F IPV6
MAHIACE

Bk

SRR
BAELIR

Eoatls

TR

1 ERRASES IV T RIEA LB, BIXE LB TR L% Ubuntu 22.04 $#4ERSE , DUBD
LB ¥R EHREIFH fain T R E.

2. FEFTESMNIB LB EA T R EER AT (RERAANSME LB AT moAsl) -
e ipvsadm

e Docker (20.10.7)

3. RGN EHM Docker FREERBTN BA , FTMEARA T4 : sudo systemctl enable

docker.service .

4. WIREDENT RNEHSHERD.


http://localhost:4173/container_platform/zh/
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5. % Keepalived f55% , BT B34M8 LB IRSS ; A FACELBEHER. H5tbEX

A : <image repository address>/tkestack/keepalived:<version suffix> ., hRA/F

B REEARIRA R EARE., EUES AT ARG G S I AR A T4, 43RS

L build-harbor.alauda.cn/tkestack/keepalived:v3.16.0-beta.3.9598ce923 A
B,

o 7E global &8+ 1T kubectl get prdb base -o json | jq
.spec.registry.address #KEX $5{%-6FEHNE S8,

o EREMEMERFPHIT cat ./installer/res/artifacts.json |grep keepalived
-C 2|grep tag|awk '{print $2}'|awk -F '"' '{print $2}' #KHX hRA54:.

BRAELIR

FE  PUFRENRES NN LB EN T R EHIT—% , HFEFENTAM hostname REEE

=)
X oo

1. A TECE{EERMNESCE /etc/modules-load.d/alive. kmod.conf .

ip_vs

ip_vs_rr
ip_vs_wrr
ip_vs_sh
nf_conntrack_ipv4
nf_conntrack
ip6t_MASQUERADE
nf_nat_masquerade_ipv6
ip6table_nat
nf_conntrack_ipv6
nf_defrag_ipv6
nf_nat_ipv6
ip6_tables

2. AT ECE(SERIEISE /etc/sysctl.d/alive.sysctl.conf ,
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net.ipv4.ip_forward = 1
net.ipv4.conf.all.arp_accept = 1
net.ipv4.vs.conntrack = 1
net.ipv4.vs.conn_reuse_mode = 0
net.ipv4.vs.expire_nodest_conn = 1
net.ipv4.vs.expire_quiescent_template = 1

net.ipv6.conf.all.forwarding=1

3.1 reboot #WSER.

4. 1 Keepalived B & SRS HEE,

mkdir -p /etc/keepalived
mkdir -p /etc/keepalived/kubecfg

5. BIEL T XUHHRERGHACEN , FFEHERFETE /etc/keepalived/ XHEF , UfFdn
£°7 alive.yaml ,
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instances:
- vip: # ARAECEZ A VIP
vip: 192.168.128.118 # VIP WAE
id: 20 # B4 VIP & ID MAME—, 1EA
interface: "eth@"
check_interval: 1 # @&H, B 1 PITRERARK(ER
check_timeout: 3 # W&IH, BN 3 : KA RASHE IS AS(E]
name: "vip-1" # WSRGIKAMAT, (MEEEEFERFFRIMEFTR, TRELUEFR
3k
peer: [ "192.168.128.116", "192.168.128.75" ] # Keepalived Tim I
P, SKFR4ERLH) keepalived.conf Sk#EO_EMATE IP https://github.com/osixi
a/docker-keepalived/issues/33
kube_lock:
kubecfgs: # kube-lock {#ff kube-config %13k, Keepalived %l
XLt kubecfgs BHTAMS E LA
- "/live/cfg/kubecfg/kubecfgol.conf"
- "/live/cfg/kubecfg/kubecfgo2.conf"
- "/live/cfg/kubecfg/kubecfg03.conf"
ipvs: # W IPVS WECE
ips: [ "192.168.143.192", "192.168.138.100","192.168.129.100" ] #
IPVS JRif, ¥ k8s ETm IP A ALB AT & IP
ports: # A VIP EMEMNAEERRKNEZIE
- port: 80 # MRS S MR MRS E KRS 25/ vm 1 ILEC
virtual_server_config: |
delay loop 10 # XTESKARSFHFDITRFAEN G
lb_algo rr
1b_kind NAT
protocol TCP
raw_check: |
TCP_CHECK {
connect_timeout 10

connect_port 1936

}
- vip:
vip: 2004::192:168:128:118
id: 102

interface: "etho"
peer: [ "2004::192:168:128:75","2004::192:168:128:116" ]
kube_lock:
kubecfgs: # kube-lock {#ff kube-config %I3R, Keepalived IR
FaRxtt kubecfgs FH{T4NS HE k2
- "/live/cfg/kubecfg/kubecfgol.conf"
- "/live/cfg/kubecfg/kubecfgo2.conf"



RGBT O REINEITR (Alpha) - Alauda Container Platform
- "/live/cfg/kubecfg/kubecfg03.conf"
ipvs:
ips: [ "2004::192:168:143:192","2004::192:168:138:100", ""2004: :19
2:168:129:100" ]
ports:
- port: 80
virtual_server_config: |
delay_loop 10
lb_algo rr
1b_kind NAT
protocol TCP
raw_check: |
TCP_CHECK {
connect_timeout 1
connect_port 1936

6. M FEBTHITU T o SR EECE X HFHIEPRIMB , MREBNAB R, IEHIELH
Ja , LB IRER AR , FRAFAEHE RITIEREH.

openssl x509 -in <(cat /etc/kubernetes/admin.conf | grep client-certifi
cate-data | awk '{print $NF}' | base64 -d ) -noout -dates

7. )\ Kubernetes £ F R =TT EH] /etc/kubernetes/admin.conf IEZISMIE LB

TR /etc/keepalived/kubecfg ks |, PAZS| 454 , #l41 kubecfgei.conf , FF
TEX=AHEF apiserver TIRHAHMEHBUA Kubernetes S EFHISFRTT mithdit.

TE CFAUREMNE  WSRFEFPIT , BERIEXE.
8. KEUEPHNB Y.

1. MV SR ETRES] /usr/bin/kubectl FJ LB i,

2. %47 chmod +x /usr/bin/kubectl IZFFHITIR.

3. PUTA T an SWAEBREH M.

kubectl --kubeconfig=/etc/keepalived/kubecfg/kubecfgdl.conf get node
kubectl --kubeconfig=/etc/keepalived/kubecfg/kubecfg02.conf get node
kubectl --kubeconfig=/etc/keepalived/kubecfg/kubecfg03.conf get node
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MRIREIPLITLER |, NREBAEH.

kubectl --kubeconfig=/etc/keepalived/kubecfg/kubecfgdl.conf get node

## Mt

NAME STATUS ROLES AGE VERSION
192.168.129.100 Ready <none> 7d22h v1.25.6
192.168.134.167 Ready control-plane, master 7d22h v1.25.6
192.168.138.100 Ready <none> 7d22h v1.25.6
192.168.143.116 Ready control-plane, master 7d22h v1.25.6
192.168.143.192 Ready <none> 7d22h v1.25.6
192.168.143.79 Ready control-plane, master 7d22h v1.25.6

kubectl --kubeconfig=/etc/keepalived/kubecfg/kubecfg02.conf get node

## Mt

NAME STATUS ROLES AGE VERSION
192.168.129.100 Ready <none> 7d22h v1.25.6
192.168.134.167 Ready control-plane, master 7d22h v1.25.6
192.168.138.100 Ready <none> 7d22h v1.25.6
192.168.143.116 Ready control-plane, master 7d22h v1.25.6
192.168.143.192 Ready <none> 7d22h v1.25.6
192.168.143.79 Ready control-plane, master 7d22h v1.25.6

kubectl --kubeconfig=/etc/keepalived/kubecfg/kubecfg03.conf get node

## i

NAME STATUS ROLES AGE VERSION
192.168.129.100 Ready <none> 7d22h v1.25.6
192.168.134.167 Ready control-plane, master 7d22h v1l.25.6
192.168.138.100 Ready <none> 7d22h v1.25.6
192.168.143.116 Ready control-plane, master 7d22h v1l.25.6
192.168.143.192 Ready <none> 7d22h v1l.25.6
192.168.143.79 Ready control-plane, master 7d22h v1.25.6

9. % Keepalived §51%& _H{£ZISMIE LB T & , FF{F 8 Docker 11T Keepalived,

docker run -dt --restart=always --privileged --network=host -v /etc/kee
palived:/live/cfg build-harbor.alauda.cn/tkestack/keepalived:v3.16.0-be
ta.3.9598ce923

10. #F£177[7) keepalived MR _EBITRAT#4 @ sysctl -w

net.ipv4.conf.all.arp_accept=1 ,



RAEBRF O RBINE TR (Alpha) - Alauda Container Platform
\
LAt

1.1z17884 ipvsadm -1n EF IPVS J , BRSBZNEATULSEEE ALB K IPv4 # IPv6
AL,

IP Virtual Server version 1.2.1 (size=4096)
Prot LocalAddress:Port Scheduler Flags

-> RemoteAddress:Port Forward Weight ActiveConn InAc
tConn
TCP 192.168.128.118:80 rr

-> 192.168.129.100:80 Masq

-> 192.168.138.100:80 Masq

-> 192.168.143.192:80 Masq
TCP [2004::192:168:128:118]:80 rr

-> [2004::192:168:129:100]:80 Masq 1 0 (C]

-> [2004::192:168:138:100]:80 Masq
-> [2004::192:168:143:192]:80 Masq

2. XM VIP FifEfd LB T , MK IPv4 F1 IPv6 | VIP BERRINTEREI S — TR , BEE
20 B,

3. LB R EFEM curl @dilils VIP KIEEEAIER.
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curl 192.168.128.118

<!DOCTYPE html>

<htm1>

<head>

<title>Welcome to nginx!</title>

<style>

html { color-scheme: light dark; }

body { width: 35em; margin: 0 auto;

font-family: Tahoma, Verdana, Arial, sans-serif; }
</style>

</head>

<body>

<hi>Welcome to nginx!</h1>

<p>If you see this page, the nginx web server is successfully installed

and working. Further configuration is required.</p>

<p>For online documentation and support please refer to <a href="htt
p://nginx.org/">nginx.org</a>.<br/>

Commercial support is available at <a href="http://nginx.com/">nginx.co
m</a>.</p>

<p><em>Thank you for using nginx.</em></p>
</body>
</html>
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curl -6 [2004::192:168:128:118]:80 -g

<!DOCTYPE html>

<htm1>

<head>

<title>Welcome to nginx!</title>

<style>

html { color-scheme: light dark; }

body { width: 35em; margin: 0 auto;

font-family: Tahoma, Verdana, Arial, sans-serif; }
</style>

</head>

<body>

<hi>Welcome to nginx!</h1>

<p>If you see this page, the nginx web server is successfully installed

and working. Further configuration is required.</p>

<p>For online documentation and support please refer to <a href="htt
p://nginx.org/">nginx.org</a>.<br/>

Commercial support is available at<a href="http://nginx.com/">nginx.com
</a>.</p>

<p><em>Thank you for using nginx.</em></p>
</body>
</html>
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Q Alauda Container Platform Q

HE£ Kube-OVN Underlay #7138 fX2&

Kube-OVN Underlay {&#iitE TS 25 AR R THIE ML I F:F. E5PE Kube-OVN Underlay
W& 2 BT, B SMEETRRUME |, $RATALKIF TR MG KM RBCE |, ARG EIE M.

B=x

Eda e

ANERER

MR ESK

W=wn]]
ATHABCE
REMEEN
FaicE

13 At A

Kube-OVN Underlay F5& £ M- (NIC) KIE8ZE , Underlay M #50% FB—4~ NIC, X NIC L
NMSBHAMMIERRE | 20 SSH ; HMRENFAHEAR NIC,

EFERZHT , EHET SRS REDAR WNIC FHE |, I NIC FHE Z/034 10 Gbps 5(F
= (5140 , 10 Gbps, 25 Gbps, 40 Gbps) .

o NIC —: EBINAKEBK NIC , BLEH Pt , SHMNPMAIEAEIE , REAVIEE
=


http://localhost:4173/container_platform/zh/
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o NIC = : IZBBIAMAERECE IP I NIC , SANAMEOLE , ®RE N TER
. Underlay FMEF NIC —,

Access

L

Service Subnet: XXX XXX XXX XXX/ XX
Gateway: XXX.XXX.XXX.XXX

AVEARTE

VLAN (EEARIEN) 2—FiAR , ©2E DRI AL NE (SE/MA LAN) |, DUfE
FIRRIA T AR A EHE ST

VLAN BRI HLEEE RREBRIERIF B TR , 25 R E—1IE FgM e AR = A -
DARER B, F4 VLAN B—ARERTERET BN TERAR , FFRESYIER K
[ LAN MR, BT VLAN 220 MRS , FE— VLAN IR TSI
BRRTARKMIERSE, ; A1 UFETARRME LAN B,

VLAN IEEMSSAIE -
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o nHPE. BMEER—3#ALL , RE VLAN i H 2 BB ITTEMEEIR(E . YRRz sAlaE
RS NZETEANLAE, XIBHE A THEHIARRER 1A, = 2 B E R,

o Wik L, REK VLAN Z[EJTEEKBIE | JBGT I BEENT2RE., VLAN RS #%
MBFREALLTEAEH A VLAN Ej]??l%' IME. BAREIRE., BHMEEEREFRS
BLReM,

o RIEEH, YEHMIAHMNERBRAN , TFEMRIEHIEL ; AFHTRABEEER,

WRESK

7£ Underlay #XF , Kube-OVN 438 NIC #H4EZ OVS , F@IDZHUIE NIC HiERESIER
EISMER, L2/L3 HRBENKMM T IKEMSBZ RS . HVMKMK, VLAN L2k FEEIKEMLE
w&E HIRHACE.

o MERECERK

o Kube-OVN FEfRzh A 50 EL ICMP MG E M RHEEN ; IREM R LAlEN ICMP &
K.

o STIRFVIRIRE , Pods K& EmMRRIXIBIED , WX IIE BB EIEAE A [ A
FRIEIBES].

o UM TAFESAT Hairpin THEERT , WAJNZEF Hairpin, 2NREMR VMware BEUALIR
% , ¥ VMware F4#_t# Net.ReversePathFwdCheckPromisc X &4 1 , Hairpin N5

o Mri& NIC RBE £ Linux #F.

e NIC 8Pt #48= 0 (balance-rr) . ##% 1 (active-backup) . 13 4
(802.3ad) . #%3{ 6 (balance-alb) , ##FFM 08k 1, HMHPEHEARLTN |, 15
EEFA.

« laaS (E#t) EEEZEK
 XJF OpenStack EBIUMWIFE , N ML&IE K PortSecurity FE2A.

o XF VMware f] vSwitch ®4& | MAC i3It 3, {HiEA X IRZAEIRMENINE TR E
H R,
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o XF AWS, GCE MffE=ENHEr , BTHRZ AFE XK MAC #IltEES | TTIAHF
Underlay #8T{/4& ,

MmNl

ARBIF T REX NIC #1HE25. NIC —Z2EBBIAKEBER NIC ; NIC Z2I8BEAKBA
KACE IP #ikf NIC , EFTF Underlay /. NIC — 54 Nt B %,

o TERTHAMIG , EKEI NIC Z AN ECE N TER , ALK VLAN &,

o AN vian-interface MO _EACE SR FMAM L, NRFENLL , o] AR ACE
IPv6 <ttt

o MMRMIALTFFHAIEE , MR AHFT RE! cluster-cidr RLEH(A),

o fR%25 NIC REERCE.

AN ELE

A& VLAN #0 -

#

interface Vlan-interface74
ip address 192.168.74.254 255.255.255.0 //IPv4 WISk
ipv6 address 2074::192:168:74:254/64 //IPv6 M3cibiit

#

BOENERER NIC = i

#
interface Ten-GigabitEthernet1/0/19
port link mode bridge
port link-type trunk // ECEEOANTFEER
undo port trunk permit vlan 1
port trunk permit vlan 74 // #3¥MN VLAN @it
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ST i

MR NIC — B ReES S MBS -

ip link add ens224.74 link ens224 type vlan id 74 // NIC £&#iAh ens224, VL
AN ID A 74

ip link set ens224.74 up

ip addr add 192.168.74.200/24 dev ens224.74 // {£ Underlay FMPRIEZFE—MNN
Bk, X2k 192.168.74.200/24

ping 192.168.74.254 // MNRAEE ping BMX, MIAYPERERSRIZEESK

ip addr del 192.168.74.200/24 dev ens224.74 // MhR/EME&NAHbHE

ip link del ens224.74 // WijEaMiis+iE0O

=11

FEEMSIMAEEF , R EFETE > &8, ARt Q%M. AXRAKEEDSEK  BEH €
HERRE XM, AESMSECE N FRIFTR.

EE 1 IMATFME Underlay IEHIZHERIRE X , EERT/EEAIZ Overlay M , 12T R
B A2 RIB(EHTREN 1P HBETEHE,
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| Container Networking

IPv4 [ IPv6 Dual
Stack " «©

Ensure that all nodes are correctly configured with IPv6 network addresses when enabling IPv4/IPv6 dual stack, as the cluster will not revert to IPv4 single stack after creation.

Network Type: Calico Custom (@

Default Subnet:
*1Pv4: 192 v . . 74 . | 24 v F—— IPv4 subnet address of NIC II
*IPv6: 2074:/64 F—— IPv6 subnet address of NIC II

Transmit Mode:  Overlay ®

Gateway: *IPv4 192.168.74.254 —— IPv4 gateway address “IPv6 2074::192.168.74.254 F—— IPv6 gateway address

The default gateway IPv4/IPv6 value must be within the cluster CIDR address range

*VLANID: 74 F—— VLAN ID that the switch allows to pass through

Preserved IP:  protocol stack IP Format * IP Address

© If the IP in the subnet is occupied by the physical network, the cluster cannot be created successfully. Please set it as

reserved IP
®Add
After the cluster is created, new subnets are supported.
* Service CIDR:
*1Pv4: 10 v . 184 . . /| 16 v

Custom SVC, must not duplicate

with the internal network
*Pv6: fd00:10:96::/112

* Join CIDR:

*IPv4: | Custom v | |100.64.0.0116 Address segment of the NIC used

—— for communication on the Overlay
*IPv6: fd00:100:64::/64 network
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Q Alauda Container Platform Q

Underlay 1 Overlay -~ B shH Ex

WNREF R FAE Underlay 1 Overlay FR , BRIATEIL T , Overlay FM T Pod 7] PAIB IS {8
Fi NAT I 3i7507) Underlay M= Pod #] IP, {E Underlay FM= ) Pod FEACET mIKH
ZF8Ei[R] Overlay M=) Pod,

207 3.3 Underlay 1 Overlay 7R Z [BJ B shE B , ATAFshiE Underlay FRf) YAML XX
#, BLETTRUE , Kube-OVN £$ FIERSMNK) Underlay IP &4 Underlay FR#0 ovn-cluster i¥
BIgAES , FFREMN AR BN ASRILEEX,

Bk

BAEDIR

BAIEDIR

1. #N FEEHE,

2. ZEEMSIE Rt SHEHE > RIREHE,

3. #i A\ Subnet ATfERIRNT &

4. FTEEEE MM Underlay FMESE > FH.

5. 6% YAML 304§ , #£ Spec HRAIFEX u20Interconnection: true .

6. My A,


http://localhost:4173/container_platform/zh/

Underlay #1 Overlay FM B shE EX - Alauda Container Platform

AR : Underlay FFEFKITEHEARTEEZNCRE , TEABEEH.
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Q Alauda Container Platform

{8 OAuth Proxy B4 ALB

B=x

Overview
Procedure

Result

Overview

AR GNAT{E A OAuth Proxy Btd ALB SRESMERAGE.

Procedure

FRBE I S5 YR (8 PR -

1. FRZE kind

kind create cluster --name alb-auth --image=kindest/node:v1.28.0

kind get kubeconfig --name=alb-auth > ~/.kube/config

2. 882 alb


http://localhost:4173/container_platform/zh/

{$F3 OAuth Proxy Bit& ALB - Alauda Container Platform

helm repo add alb https://alauda.github.io/alb/;helm repo update;helm s
earch repoj|grep alb
helm install alb-operator alb/alauda-alb2
alb_ip=%$(docker inspect -f '{{range.NetworkSettings.Networks}}{{.IPAddr
ess}}{{end}}' alb-auth-control-plane)
echo $alb_ip
cat <<EOF | kubectl apply -f -
apiVersion: crd.alauda.io/v2
kind: ALB2
metadata:
name: alb-auth
spec:
address: "$alb_ip"
type: "nginx"
config:
networkMode: host
loadbalancerName: alb-demo
projects:
- ALL_ALL
replicas: 1
EOF

3. #PF NN A
o 3£ github oauth app ~

FEMWFPERLETE $GITHUB_CLIENT_ID F1 $GITHUB_CLIENT_SECRET , EEH
WENELE

o ficE dns
I AbME A echo.com fEAN AE4 , auth.alb.echo.com #0 alb.echo.com
o EFZE oauth-proxy

oauth2-proxy F&j(R] github , ATBEFRZEIRE HTTPS_PROXY MG £


https://docs.github.com/en/apps/oauth-apps/building-oauth-apps/creating-an-oauth-app
https://docs.github.com/en/apps/oauth-apps/building-oauth-apps/creating-an-oauth-app
https://docs.github.com/en/apps/oauth-apps/building-oauth-apps/creating-an-oauth-app

{3 OAuth Proxy fit. & ALB - Alauda Container Platform
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COOKIE_SECRET=$(python -c 'import os,base64; print(base64.urlsafe_b64en
code(os.urandom(32)).decode())")
OAUTH2_PROXY_IMAGE="quay.io/oauth2-proxy/oauth2-proxy:v7.7.1"
kind load docker-image $OAUTH2_PROXY_IMAGE --name alb-auth
cat <<EOF | kubectl apply -f -
apiVersion: apps/vi
kind: Deployment
metadata:
labels:
k8s-app: oauth2-proxy
name: oauth2-proxy
spec:
replicas: 1
selector:
matchLabels:
k8s-app: oauth2-proxy
template:
metadata:
labels:
k8s-app: oauth2-proxy

spec:
containers:
- args:
- --http-address=0.0.0.0:4180
- --redirect-url=http://auth.alb.echo.com/oauth2/callback
- --provider=github
- --whitelist-domain=.alb.echo.com
- --email-domain=*
- --upstream=file:///dev/null
- --cookie-domain=.alb.echo.com
- --cookie-secure=false
- --reverse-proxy=true
env

- name: OAUTH2_PROXY_CLIENT_ID
value: $GITHUB_CLIENT_ID
- name: OAUTH2_PROXY_CLIENT_SECRET
value: $GITHUB_CLIENT_SECRET
- name: OAUTH2_PROXY_COOKIE_SECRET
value: $COOKIE_SECRET
image: $0AUTH2_PROXY_IMAGE
imagePullPolicy: IfNotPresent
name: oauth2-proxy
ports:
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- containerPort: 4180
name: http
protocol: TCP

- containerPort: 44180
name: metrics
protocol: TCP

apiVersion: vi1i
kind: Service
metadata:
labels:
k8s-app: oauth2-proxy
name: oauth2-proxy
spec:
ports:
- appProtocol: http
name: http
port: 80
protocol: TCP
targetPort: http
- appProtocol: http
name: metrics
port: 44180
protocol: TCP
targetPort: metrics
selector:
k8s-app: oauth2-proxy
EOF

4. fit'E ingress

FAPEECE P/ ingress , auth.alb.echo.com #1 alb.echo.com
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cat <<EOF | kubectl apply -f -
apiVersion: networking.k8s.io/vi1
kind: Ingress
metadata:
annotations:
nginx.ingress.kubernetes.io/auth-url: "https://auth.alb.echo.com/oa
uth2/auth"
nginx.ingress.kubernetes.io/auth-signin: "https://auth.alb.echo.co
m/oauth2/start?rd=http://\$host\$request_uri"
name: echo-resty
spec:
ingressClassName: alb-auth
rules:
- host: alb.echo.com

http:
paths:

- path: /
pathType: Prefix
backend:

service:

name: echo-resty
port:
number: 80
apiVersion: networking.k8s.io/v1
kind: Ingress
metadata:
name: oauth2-proxy
spec:
ingressClassName: alb-auth
rules:
- host: auth.alb.echo.com

http:
paths:

- path: /
pathType: Prefix
backend:

service:

name: oauth2-proxy
port:
number: 80
EOF
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Result

o IMETTRSE , ¥EPE alb. oauth-proxy UMK .
» ¥ilAl alb.echo.com f7 , &WEFHE github NERE , INEBT REV AT BRI At
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Q Alauda Container Platform Q

£ GatewayAP| Gateway

GatewayAPI ;& Kubernetes I—/N#T APl , BT —FE R AT RIAKEIEAOR

2, BAFEUEFRARMNAE BN, MERRMEMAECE . AR T 78 Alauda
Container Platform Kubernetes £+ 413& GatewayAP| Gateway H]47 5+5Fa .

HIB 2K

H=x

EFZE MetalLB

®’E Pod 2 KIE AR

22 MetalLB

GatewayAP| Gateway FEZ{#F MetalLB X4/ BC IP #itlk, 1552 432 MetalLB kERE
MetalLB,

XE Pod 2R MFFAURT

MR EHEIE Gateway Kdn & FTIEEIET Ul BIHK , NEEREH Pod T25%KkM (PSP) &
FAHFAE R,


http://localhost:4173/container_platform/zh/

47 GatewayAP| Gateway - Alauda Container Platform

0 Project Management |::: & Project: kkxiao ¥ @outofSenice i @ z admin@cpaas.io v

CPU Limits (Cores) 12 unlimited unlimited

I Overview

- Memory Requests (Gi) 113 unlimited unlimited
& Details
- Memory Limits (Gi) 6.75 unlimited unlimited
¢ DevOps Toolcha
LI UmEED Number of Pods 4 1000 ° 0.40%
E Pipelines
® Noiications Container LimitRange Update Container LimitRange
Indicator Default Request Limit Max

Pod Security Policies

Security Mode Securwandard

| enrorce |
Audit Baseline
‘Warn Baseline

LN FEEHE.
2. EEMIAAEF , Ry MEREE > AAMX,
3. il BEAAMXK.

4 ZRA TR BT ML B E

£ i)

LR Gateway HI&FR.,

Alauda Container Platform 12N E exclusive-gateway , B ALB X
GatewayClass F. BEAE—NBRMEHERH ALB , PISKI] GatewayAPI Gateway ]

M.

BIRIEL S TREFEENME . BMAIUSE I &HEEC CPU MNTF

IR HTHES .

A%

5. mir B, PIETFERIRERE LA , B OFSF.




0 Container Platform

Namespace Scoped
it Overview
8% Applications

i Workloads

#

Configuration

@ Networking
Services
Ingresses
Inbound Gateways
Route Rules
Load Balancers
Network Policies

£ Storage

© Observe

47 GatewayAP| Gateway - Alauda Container Platform

@ Networking / Inbound Gateways / Create

Create Inbound Gateway

>
* Name:
>
Display Name:
>
v * yClass: exclusive-gats y
. Small scale
* Specification :
Cluster less than 5 nodes
Resource Limits: CPU
Access URL: Automatic acquisition
5 Service Annotations ¥
>

B3 Project: kkxiao [N Namespace: kkxiao-1 (Cluster: g2-cl-abcd... ¥

v
Medium scale Large scale
Cluster less than 30 nodes Cluster more than 30 nodes

m  Memory

Custom

For professional use

Mi
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Q Alauda Container Platform Q

A=Ak SN I

RBINGHZ—FRIREN RZIFFZRAINRS . BEMBABINEGTRE , ©o B30 ECTIR
MEFNTHAN | FHAZIXLAGNEINRO, ABHETRURTHTEAGNAREEN , ¥
JRIXLARLHNSNITAR ST RETT | IR R A] ARt

|

FaEH R UATFS LRESSHAIZ B QEE A AREdngs , Fo—EEMaEchiids
A wIR. B30 , AT GBI N BCATE | MERAEABHENREARKA ~F REER R
I,

ATHERBRIAESE TR,

2 UiEA
Load — IR AR R B SR BT A T R IR PR . AT A faEks
Balancer W2 TR (Layer 7) ARG,

EIRIPHEYE (Virtual IP Address) , ¥5ARXS R BRI EM S B R R R 1P ik,

VIP
YA ANS ] REEN | TR A VIP,

B=x

[iEr- S0

ALB2 BEM IR (CR) 7Rfl
BT Web %55 8132 BRI
B CLI gl Taaais

B Web #2H) & TR G
81 Web =) & ik k=5
B CLI ik taziais


http://localhost:4173/container_platform/zh/
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AeE WNrimE  (Frontend)
HIHR &R AF
Frontend B X &I (CR) R~Hl
B Web =& 812 & 0misE  (Frontend)
B CLI g4 NrixE (Frontend)
JRBARME
MRIRAE
Rule BEX®IR (CR) /Rfl

dslx
BT Web $54 & Bl ML
J8IS CLI AR
HESWE
EERE
ITTERR

HA B IR

A 2

Load Balancer (ST HEE VIP |, VEHESEACE VIP,

ALB2 BE X RIRE (CR) 7~
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apiVersion: crd.alauda.io/v2betal
kind: ALB2
metadata:
name: alb-demo
namespace: cpaas-system
annotations:
cpaas.io/display-name: ""
spec:
address: 192.168.66.215

enableLbSvc: false
lbSvcAnnotations: {}
networkMode: host @@
enablePortProject: falsee
nodeSelector:
cpu-model.node.kubevirt.io/Nehalem: "true"
projects: @
- ALL_ALL
replicas: 1
resources: @
limits:
cpu: 200m
memory: 256Mi
requests:
cpu: 200m
memory: 256Mi
type: nginx

1. ¥4 enableLbsvc A true B , &R thakdars vt 632 — /N NHED LoadBalancer 255!
AR%-. 1bSvcAnnotations FECE S LoadBalancer Z5RYRS-IEfR.

2. ER T AMBEHRARE.
3. ER T ARIRNECH.
4. BERE T ANECRE.
5. BH T AR,

B Web 32451 & 4132 thk 5/6 28
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12N FaEl.
2. EEMIAAE [l WEETE > TR,
3. Rifi AR ABINES.

4. RBL TR T AR BCE .

¥ iR

* Host IR : BT QL ERAFBE—NRBNEHREAE , 2 MRS

ZF—/ALB , PZRMERETEAL.
R AR
o BAMEEN BT R EAEEZ N RBINEREIE |, WES MRS AL

ALB TR , IR VERERE .

o % BRNAARBINESR VIR A —AED LoadBalancer 255Y
BR%. fERBNEHR L BISA ST LoadBalancer KAV, ASKIFA
IR% R AR WER LoadBalancer ZEU RS ; AR T ARG RECE SN
(Alpha) it
o JHi# - AT FEIARED LoadBalancer XAV PR HACE R AES , BIKES %

NEL LoadBalancer 2BV AR - 7E iR

BIEHRIEE | B RBIERRSRBIR ARSI, TRBERR A1 AR
, ALE 2R,

m xR

et + Host MEHRT , WHIESRERAS | THA Ptk (P9F
IP. 4MNX IP, VIP) .

o BaMEET , ik B 3hERE.

5. R MR R IRECE
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Wt

EIRIRLS ERAIBRENS , AT SE TS CPU MING KRRTS
%,

o B BEHRSRANZEERNTR , BYSRIE]RES B RBESRAR
AN,

c SR RBMHERLZ NI ASARNEENNBEN TR L, BEA3IA , IHE
R FERBIGBRIFREN 2 NERE

BIABE GBS R RANE.
R ARSI ST A  BIXEIERBA ST 34,

TR AR THIET mEhE =5,

O

o EWHRE BRI MK T B854,

o FI—ARERABEEE— CEEFZANITTILACEMN) .

o SR : AT B RS ERIN 1 2 KA R 50T 1-65535 SLEINERIRH .

« ¥mH (Alpha) : {XBENECHEETOEINIRALTBER | inH RIRARES AR
AR RIS,

o YRIRSECAIAKBINS , B Ao YRS B REX BT A I B 2its
EWA , AR BT A G AT ERFTA Pod MR RAEINE R RHNE
K,

« BTEMAE : NECABIESR SRR RN TR B M.

- JEEME (Alpha) : QiEtEEME THAE , 2EME £ HRAMRIFEE |, &
F—E8EMME |, SEihdgRsEmBER.
@R IR T AR AT E 4 PRI T,

« A9BC (Alpha) : EANEEMME , RBENER R BT EHHE
BREEHC AR AEIEHRN IR E 1.
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S WA

o BRBPHEARGEN , THREEWR , 2 aEHESmEFahsimH

X

=B
R/Cao

6. mir B , QIR E—EMNE , B OFF.

BT CLI B Tz ey

kubectl apply -f test-alb.yaml -n cpaas-system

BT Web 1% & BT ABINE S

l NOTE
EHABINERAIBRS TR 3 B 5 2064 , EEF G AT TIRM?E |

LN FEEHE.

2. EEMIAE [ MEEETE > TBIaEeR,

3. Ry i > EH.

4. IRIEF R EHME T TIRACE.
o BRIEA S TREGERENSE , WA SERRITEETE CPU MRNAF R
o NEBFEE USHFNRRPREEF ARRRE.

5. mir .

JEIT Web 1251 & Hifs ka1 38
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l NOTE

Wikt aR e , H]uEAAMAMUB SRR B TTERE.

LN FEEHE.
2. EAMSIAFE [l WEREHE > EIEes.

3. Ry i > MR, FFEA.

1B1d CLI &zt Ees

kubectl delete alb2 test-alb -n cpaas-system

BCE % NTi%O (Frontend)

TS ST B B Tin M R XY N PRGEERIE PimERaEsK , PHESE HTTPS, HTTP,
gRPC, TCP f UDP,

A 2

EERI HTTPS W0 | IR RETE 5 4 TR 4R TLS RIS,

Frontend 5 X &R (CR) 7~
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apiVersion: crd.alauda.io/v1l
kind: Frontend
metadata:
labels:
alb2.cpaas.io/name: alb—demoe
name: alb-demo-00080 @
namespace: cpaas-system

spec:
backendProtocol: "http"
certificate_name: "" Q
port: 80

protocol: httpa
serviceGroup: @

services:

- name: hello-world
namespace: default
port: 80
weight: 100 @

1. WME , /7% Frontend FTJ@H) ALB 3241,
2. ¥k $alb_name-$port .
3. BB A $secret_ns/$secret_name .

4.3% Frontend ZANEHTMN,
e http|https|grpc|grpcs ATTEMIE,
e tcpludp AATHEMIE,

5. QEMRIEES , serviceGroup WME ; CEMIERS , serviceGroup T[¥E. HiFKEEE
ALB £ ILAC 5% Frontend REXHIFIR) , RBVEKKILACEAARIES , AL AE]
Frontend FCEMIEKIA serviceGroup .

6. weight BCEIEMTHIEAMAGESEEERIE.

l NOTE
ALB ¥50fr ingress FFEsN41& Frontend =% Rule, source FEXEMNANTE :

1. spec.source.type MFI{NZHF ingress .
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2. spec.source.name 4] ingress &Z#%,

3. spec.source.namespace A ingress fp4ZZS[8],

BT Web 54842 WNFisE  (Frontend)

1. #N BHTFE

2. EEMSHAZ AT ML > TREINMHE,
3. Rt AR B RRI AVHIF I,
4. | AR,

5. Z2EZ U TRHRERR S,

e WihA

SHEMPMUAFE HTTPS, HTTP, gRPC. TCP 1 UDP. %&4% HTTPS B ASRiRAN
UEP ; gRPC MR IIER A B IE,

M=z,
PA RSN

« 1%3% gRPC ¥MXES , JRIGIMXENAN gRPC , RIFFRTEREF.

X
+ 7 9gRPC MMMRBE U , ThEINE R EIE gRPC UERIFRERINEM gRPC
/)luiifki): ﬁﬂﬁﬂﬁ%
« E{FF Google GKE &% , [Al— & 28L& BN RBINE R N RER S F74E TCP
1 UDP YN,
- REEEIEARE (RR) B, ERAEEBEIRF S ZRINER RGO .
BB EE - BIEHEIEAMAGSHE (WRR) B, NEEMSHANEEBRHEEFHEEL

Fa4H MERACER weight 1T H IR ECENEIHERIRA .
s - BRI R A ST EE ST AR EE L MKIPLE.

LURR JRHRAFEVE SR R B _E R BRI FRZE XS N A4 e din AR 55

4
5



FrE 3514725 - Alauda Container Platform

S WA
FEEKESE (BEH—)

o FUBALEF | RBR— IP HUKATEIEK.
EE  ABTWET  RMIEEAE , JRESBE % FimERIR 1P ARE , it
HERS R,

» Cookie £ : #EHF5E Cookie BESK.

o Header &#F : #EHF5E Header 53K,

R T ATHAREZRImRFHYRN. 5120 , #4£ZI/5% Kubernetes 8% dex fRSFHTTH
P WeFE HTTPS #1X.

6. raily FRE.

BT CLI g2 % vmE (Frontend)

kubectl apply -f alb-frontend-demo.yaml -n cpaas-system

T+
Jﬁ zﬁ'&m'flﬁ
XfF HTTP, gRPC 1 HTTPS inAKIRE |, MREVANTIREBELES , BT REEZEE K EimAk

FULECHLI, fadkIares & eRIRR E R NILACST . fRvm AR SS , FLULAC K A A UL A bk
PSR FRZE S Y K JE s AR 55

FARIRAE

AJESIRITAMN R : Bbr , SHEFIFTRA LA R #F  IRIEFEEANBOAR SR T
imH.

l NOTE
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HREIER TR AR R, (VEHE XA A SR AR PR X B s E.

AcE AN

A HTTPS, HTTP F gRPC WX A ITdm iR ANEE AN, a8 ARIERL N UL Ae fovm AR
5

l NOTE

TCP F1 UDP #MYASZHFARINEE A AR,

Rule BEX®IR (CR) 7~
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apiVersion: crd.alauda.io/v1l
kind: Rule
metadata:
labels:
alb2.cpaas.io/frontend: alb-demo-OOOSOQ
alb2.cpaas.io/name: alb-demoe
name: alb-demo-00080-test
namespace: cpaas-system

spec:
backendProtocol: ""e
certificate_name: "" e
dslx:
- type: METHOD
values:
- - EQ
- POST
- type: URL
values:
- - STARTS_WITH
- /app-a
- - STARTS_WITH
- /app-b
- type: PARAM
key: group
values:
- - EQ
- vip
- type: HOST
values:
- - ENDS_WITH

- .app.com
- type: HEADER
key: LOCATION
values:
- - IN
- east-1
- east-2
- type: COOKIE
key: uid
values:
- - EXIST
- type: SRC_IP



B & tazkt182s - Alauda Container Platform

values:
- - RANGE

- "1.1.2.1"

- "1.1.1.100"
enableCORS: false
priority: 4@
serviceGroup: @

services:

- name: hello-world
namespace: default
port: 80
weight: 100

1. R, RINKANIFT B Frontend .
2. WMR , FIRZALNIFTEK) ALB.

3./ Frontend .

4.[@ Frontend ,

5. YA MISERES .

6. [@ Frontend ,

dslx

dsix B —FUB T AVES , MTMRILACSM.
Bign , RUFALNULECH & BT SR AFHESK

e URL DA /app-a 8% /app-b 3k

o HKFIEN POST

e URL 2% group % vip

e Host P\ .app.com 25

« Header # LOCATION {EA] east-1 8% east-2
o TF1E4 A uid ¥ Cookie

o JRIPHIMEFE 1.1.1.1 F) 1.1.1.100 SEIN



ds1lx

type: METHOD
values:
- - EQ
- POST
type: URL
values:
- - STARTS_WITH
- /app-a
- - STARTS_WITH
- /app-b
type: PARAM
key: group
values:
- - EQ
- vip
type: HOST
values:
- - ENDS_WITH
- .app.com

type: HEADER
key: LOCATION
values:

- - IN

- east-1

- east-2
type: COOKIE
key: uid
values:

- - EXIST
type: SRC_IP
values:

- - RANGE

"1.1.1.1"
"1.1.1.100"
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Web 3% & AU MR
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2. EAMSIA [ WL > T,
3. RETTRBINEER LR,

4. Rl H & K.

5. Ry AIIALR,

6. ZZ A MR EMR RS .

e i

- RBEHEEIENRE (RR) B, VilRREIRNERE AN 73 &2 2 ER
FvRHE

PER % a4 - BSHEEIZAMAGRE (WRR) B, NEDH AN EE RSP RBRE
K, ViRIRERECE R weight 1T RS BRI SR B .
R - R R YT EE ST AR EE L MKIPLE.
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S iR

RBGRLEC R AR &M, BIEMRTEAREE. RRARFEIRER
S M=

o BE  FRMBERHRAMEERE . RNEEKT  BRNGFEBAT
MABHIER RN | AL ECAR SR AR,
o URL : RegEx XL / FFk@ URL IEMFRIXR, ; StartsWith Xt/
/ FFSkH) URL B4R,

o IP : Equal 3tRZE{K IP #i3ik ; Range XTRY IP #iiHSEE.

« Header : [\ Header #45} , ’FREILECHIN, Equal Xfi2 Header
FL) E{Kk{E ; Range Xt/ Header {&5GE ; RegEx Xz Header 1EMFRik
=

« Cookie : [&#i \ Cookie f24b , ’ERBILEHN, Equal XLz Cookie
Ak{E.
« URL %k : ILECHLRA |, Equal X¥ 4K URL %1 ; Range Xfi/ URL

o WR$4E : R ATEEM gRPC MMXKARS % . (£ gRPC UHXEATACE
W, AVFRIEIRIR ST B RIRE |, 6120

/helloworld.Greeter ,

PRARAFE VI RIE K K E LR DR R S N ) SRR AR 55
FREVIRERBIE (EEH—)

AVERE o JEHBIMREE : SRE[RE— IP #ht AT ARG SK,
o Cookie £ : #EHF5FE Cookie BVIa1EK.

o Header &#F : #EHFETE Header H5a)EK.
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ARISELR

BRI Z
(CORS)

FEVFRAIR
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Vi

BARItE S A A RinR S, HINEESECE URL K StartsWith #,
NFERR , BEBHIE (rewrite-target) W50 / FF3k.

FiRn - B4k bar.example.com , URL #2141%12k / , B URL &
B REIFREE LA /test , i1[a) bar.example.com Bf4¥% URL E5 A

bar.example.com/test,

BTFELARRREZ BimRSETNY. #I30 : 3% ZE fais Kubernetes 3§
dex BREBFIEIE HTTPS MY,

BERER A2 FWEE ML , MAFPIRRE AN A fEim RS
Blgn : B A FHEREEE R , S0k S FUkE) 404 8k 503 FRRT
 , TETRERREEE R E R,

o HTTPARZRD @ 35T A5 E R [ ZRTHbAE AT 238 F P aeRss,

o EFEMEML WXL (20 /index.html) B |, ¥ & B AR TEIL
#Hhit/index.html ; i \£BX3HbIE (40 httos://www.example.com )

i, HeRBAR MM,

ANILACARAELR - 3£ 104K , 1 &S , BUAMSKELA 5.
LZAFNIRENH RN , SR AERESHMNINA ; BMERHER , R
18 FRERIALLECALI.

CORS (BB E) B—FE , FIREMSMG HTTP KEFE/RIN R A
WEITE—DIR (%) A Web i Bijifalsk B A RIRAR S 25 HFEE IR,
LRIFFRA—NSEHE,. X SERARRKRS 28 RIRE , 2ARESE
HTTP &K,

AT EE RVFRIRIKIR.
o * RAFEEIREK.
o A AFHETTIEK.


https://www.example.com/
https://www.example.com/
https://www.example.com/

FrE 3514725 - Alauda Container Platform

S iR

FATHERE CORS AW HTTPiEKk , BAERNNEMTRIEK , REE
SRR, RBIZBNT

EE AR RSB UERIRE I |, EIRIERFE RS,

o Origin : FR/WEFKEKIR , RIAXIG KM,
Authorization : THEEEKMIRPUSE , B BTSHEAE , a0

Basic Authentication 8% Token,

SRR
« Content-Type : B TH5EERMINKINEZEE! |, 20 application/json,

application/x-www-form-urlencoded %,

 Accept : ITIEER Fin ] IEXNNA LR | B8 BATR Find BN

FRE 2R R S

7' Iﬁﬁ %7]” o

B CLI gz

kubectl apply -f alb-rule-demo.yaml -n cpaas-system

—+ = I1lAdrs
A m ] T

LEE O HEMEZEE | T HRE E AR R B <5 0 Rl aki .

BEHE

13N FaEE,
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2. EEMIAAE [l WEETE > TEIEes.
3. Rilt A7 E 7K.

4. 17 BE LR , NFSUABRLEHEH/ETHE.

RARAE (=1
l NOTE

BN PSRRI E KT IR S

1N FEEHE.

2. EEMIAE [l MEEETE > TEiaEes,

3. Rilt WA H K.

4. 7 137 BT, NN RIAERATINERKTErEEER.
o ERZR : LA RAEHMEES CPU MNEFRSKEHE R,

o FILE : BIHERTAINBATHIRE.

HAB BT IR

o ALB lWiss
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Q Alauda Container Platform Q

N &IENEC CPU MINERIR

FfFatetip N, pEL KB M B X ARG, AR SKB) # imE KRR ECH
3, IR HERRE 2%,

B=x

INRUE RS

AR PR

KAV F=EREE

T Sr L SHEA S

S 2 PSR

AU PR

XPTR/NONL SRR | PSP T RGBT 54, (VAT ETHRER R |, B4 Tt
AimERR. B STH HERET , 208F 2 PaIE , IREFSRIREN.

ATRUE v BRE 7 TS @52 TR |, ST ME K=,

SRR FERB =T NS HIEE QPS LA8#) 300 )EK.


http://localhost:4173/container_platform/zh/
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Create Load Balancer

* Name: loadbalancer

Display Name:
e e mall scal i I -
* Specification: Small scale Medium scale Large scale Custom @
Cluster less than 5 nodes Cluster less than 30 nodes Cluster more than 30 nodes Faor professional use i
Resource Limit: CPU m  Memory Mi

Type:  Standalone High availability ’

* Access URL: 192.168.1.10
* Replicas: 2 +

* Node Labels: | kubernetes.iofarch:arm64 x

3 nodes meet the conditions

Allocated By:  Instance Port 4 (@

A PR

AV S ERE—EAAE , PLINERPT RAET 30 4, BRELMESIHR UK ERHEITAR R
FIE , B BRI E®. BINKA SHH R, Z208%F 3 MaIE , DEFTRK
AERETE.

ATAMER 50 [RESER 3K6) HECA , SR MBEZREINER. U WA UAR O
B #2 T MAaddnmas.

GAABFESRB = NS AIEE QPS Z2A4#) 10,000 XiEK.
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Create Load Balancer

* Name: loadbalancer

Display Name:

+ Specification: Small scale Medium scale Large scale Custom ®
Cluster less than 5 nodes Cluster less than 30 nodes Cluster more than 30 nodes For professional use i
Resource Limit: CPU Core  Memory Gi
Type: Standalone High availability ’
* Access URL:  192.168.1.20
* Replicas: | = 3 + ‘
* Node Labels: | kubernetes.iofarch:armé4 x -
3 nodes meet the conditions

Allocated By:  Instance Port i @

REVAE =R

SHFEAMAEADNY S |, PbansEfhT R 30 4 , BFEMESH AV E DARKIERHIE | 2
WER 24 afawss  SMAXA ST K8, 2/080F 3 MaIA , IABERMIERTEE
.

ATAIEE 0 fRESER 3K AECA AN AR TIRS |, A M mELE. WAz
DI B #E T MAEINEas.

ZHAEERRZ=IR TEHIEE QPS Ah& ) 20,000 gk,



YT &TE AL CPU ANTERIR - Alauda Container Platform

Create Load Balancer

* Mame:

Display Name:

* Specification:

Resource Limit:

Type:

* Access URL:

* Replicas:

* Node Labels:

Allocated By :

loadbalancer
Small scale Medium scale Large scale Custom ®
Cluster less than 5 nodes Cluster less than 30 nodes Cluster more than 30 nodes For professional use -
CcPU Core  Memory Gi
Standalone High availability ’
192.168.1.30
- 3 +
kubernetes.iofarch:armgéd x -

2 nodes meet the conditions

Instance Port 4 (@

A R E X

L7

Zhaeim
il

N5 EIN
15

WD
3!

KA
¥iEtE

L)

EEIN

EIXEDE K] B,

IRMAME R & _ B3R /N B T E N, 2/ B aa@=se0 e, 5Ekiail
7% KB "I ZAIAE HF.

B DN AL R RE A Sa 39

BT RENERANSFHNFERRN , BMER KB Ak, M8 2Gi AFtheEs. 3
MR F FREMAAREIE , RSBNFHRERE , MAANENRBINERNAE
5yBe.

BWIE BN A RTELY ROBIEH[RNGE , BYIEENFERBR , &4
ESHEERERTHARINER/N.
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BN 25 AR\

S

o BHAXIHEEA,

o FIE ALK
GRS WERALINGR
MERNE , AT
.

BN A,

A [FALIRE , #RE
AT,

4%

EENMEERT , KHHERS
AT RERBINERER | SBEIR
THFERE.

BT AT S RO B X tazkd8E 25 35451
WETEMNR , YENMERCE i
s pdum O AIRLUES | ATREHILRA TS
o

o ZIE ECE RN AT RERI H AR
H.

o REINERACERIRE] REE S H A
HMHEE.

o FWEHiREE KA e In B
25 KB RE A R] FtE,

- BHEHEREEM, FAEHEARTED)
AMEFSBECRBiwH |, FFECESMBR
SFHRES,

o ET AN ECRAERIK , Bl
RE AR, TRENHER— .

o WRHRNE ., FrEERER—RE
23R AR ST AT REMIG BN AR S5 R IR B
MA@ HNE .
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0 Alauda Container Platform Q

B IPv6 REF R ZIE RN IPvA it

BT KRR ESMBREIMEES , KITTRUE IPve MER ATIERNMN IPv4 HilE, X{FEERA]
REMBTEILA ) IPv4 PL%_ES| A IPV6 ThRE , A ARGEEMIR M R R IEHEAATY R | i
B Z FEALEIRIER FE5K

External LoadBalancer
—-IPv6

Internal LoadBalancer Internal LoadBalancer Internal LoadBalancer

BRI
LERIIE


http://localhost:4173/container_platform/zh/

¥ IPV6 REEARIERENM IPv4 HbliE - Alauda Container Platform
N AY
ACE AL
1. BCE GBS IT7E T =AY 1PV6 3k,

2. WHRSNIR BRI 25 A 1Pve HutE , FHEARUIRI SIS 1Pv6 Ml R EREB LR EIT
PINEARTFETY R 1PV6 ik,

TR ERECE R , HEHEREHEES LK 1Pv4 JRS BN ATIET SR HAMIB 1Pv6 ila)RE
.

ZERIIE
BLESealln , VTIRISMERSaEkIa =5 ) 1PV6 bt i BEIE 5 Viln] R A

A B | [2004:1192:168:128:156]

Welcome to nginx!

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.
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Q Alauda Container Platform

Calico & 3% WireGuard j1%¢

Calico X355t IPv4 F IPv6 BT WireGuard % , aJUEIT FelixConfiguration &R

SHIMSLIER.

AR

FRUARR
AV
EEHM
Seikstt
SRAESH
LERWE

IPv4 E%E

BN IR

BRIERSDE

Linux

PRAZARAS

5.6 KA ERRAERIA RS


http://localhost:4173/container_platform/zh/
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BRIERE PAZRRAS
Ubuntu 20.04 5.4.0-135-generic
Kylin Linux Advanced Server V10 - SP3 4.19.90-52.22.v2207.ky10.x86_64

FEEOATR

BRIEREE PRAZhRAS

openEuler 4.18.0-147.5.2.13.h996.eulerosv2r10.x86_64
CentOS 7 3.10.0-1160.el7.x86_64

Redhat 8.7 4.18.0-425.3.1.el8.x86_64

Kylin Linux Advanced Server V10 - SP2 4.19.90-24.4.v2101.ky10.x86_64

Kylin Linux Advanced Server V10 - SP1 4.19.90-23.8.v2101.ky10.x86_64

Kylin Linux Advanced Server V10 4.19.90-11.ky10.x86_64

7N

ARiE iAA
wireguardEnabled oA IPv4 JRETE IPvA T EMLE _E3HTINE.
wireguardEnabledV6 2 IPV6 JRETE IPv6 T EMLE _E3HTIN%R,
ST 55
A R=K==R1]

1. {# 8 Calico PL&IHERT |, EM{RE natoutgoing S¥REAR true , PAHF WireGuard jin
B, ABAT , QIBEMFZSHEEMALE , THISMLE.
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2. WireGuard 3ZH5XT IPv4 1 IPV6 JREFH TINE ; R FEX HFAEIAREHITNE |, WK
MAAHITRCE. BRFEANSHECE | E2 5 Felix BLLEX 7, BLE
wireguardenabled #1 wireguardEnabledve FHS%K,

3. 1R WireGuard RIALI , 1SR WireGuard ZfEr ~ #TFIRE  REERLS
LN AIBEAH L WireGuard 1‘%&5‘]?@]?%9&%@

4. BETRHSZEIRERENE , BREA—NENZF—DENNERE ; B2 , EF—
,'ﬁEl‘] Pods 2 [ % Pod SEBET RZEHNBEEALEMNE.

FeRFAF

o WRESAEERTRTET A LTI WireGuard, BXV¥E |, 1§55 WireGuard &304y 7
. ERE WireGuard I AR IFNER,

BRAELIR

1. B IPv4 1 IPv6 NZR,
AE U S WA m ATIER] Master 5 s CLI TR AT,

o {NEH IPv4 IR

kubectl patch felixconfiguration default --type='merge' -p '{"spec":

{"wireguardEnabled":true}}'

o {NEH IPv6 &R

kubectl patch felixconfiguration default --type='merge' -p '{"spec":
{"wireguardEnabledVv6":true}}"

o BF IPv4 F IPv6 0%


https://docs.tigera.io/calico/latest/reference/resources/felixconfig#felix-configuration-definition
https://docs.tigera.io/calico/latest/reference/resources/felixconfig#felix-configuration-definition
https://docs.tigera.io/calico/latest/reference/resources/felixconfig#felix-configuration-definition
https://www.wireguard.com/install/
https://www.wireguard.com/install/
https://www.wireguard.com/install/
https://www.wireguard.com/install/
https://www.wireguard.com/install/
https://www.wireguard.com/install/
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kubectl patch felixconfiguration default --type='merge' -p '{"spec":

{"wireguardEnabled" :true, "wireguardEnabledVvé6":true}}'

o [RENZEF IPv4 1 IPV6 fN%R

o 7iE 1: FE CLI TRP PTG AME.

kubectl patch felixconfiguration default --type='merge' -p '{"spe
c":{"wireguardEnabled":false, "wireguardEnabledvé":false}}"'

e 7k 2 : 1B felixconfiguration BLE SAFLAZE AN,

1. PATA T 64 BUFTTF felixconfiguration BLE 4.

kubectl get felixconfiguration -o yaml default

2. % wireguardEnabled 1 wireguardEnabledve S¥UXREA false PAZE
WireGuard %z,

apiVersion: crd.projectcalico.org/vl
kind: FelixConfiguration
metadata:
annotations:
projectcalico.org/metadata: '{"uid":"f5facabd-8304-46d6-81c1l
-f1816235b487", "creationTimestamp":"2024-08-06T03:46:512"}"'
generation: 2
name: default
resourceVersion: '"890216"
spec:
bpfLogLevel: ""
floatingIPs: Disabled
logSeverityScreen: Info
reportingInterval: 0Os
wireguardEnabled: false

wireguardEnabledVv6: false

2. 5S¢k Calico WireGuard INZEECE G , PUTLA T a5 MA WireGuard IIZMRE. 20R IPv4 F
IPv6 IS B, status FEXF{EFE wireguardPublicKey 3
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wireguardPublicKeyVe FRNBINELE ; a0R IPv4 0 IPv6 IR EZH |, XL

&A% wireguardPublicKey BY wireguardPublicKeyVvé , FR/NBENEH
calicoctl get node <NODE-NAME> -0 yaml # ¥ <NODE-NAME> E# b7 mZ#Ho

B

Status:

wireguardPublicKey: L/MUP9+YXX/XXXXXXXXXXXX/XXXXXXXXXX =

ZERUE

AAEF IPV4A RERIEEARA ; IPV6 REXUFS IPv4 25 , IWAMARBEER.

IPv4 i E%0uF

1. icE WireGuard % f5 , KEKAEE , TR ZBRIREMAER wireguard.cali #A 3
HEHE.

17
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root@test:~# ip rule  # & & UFIEEFIIN

0: from all lookup local

99: not from all fwmark 0x100000/0x100000 lookup 1 # XTTHAXR
FRCA 0x100000 HI¥IEE, (FAKAER 1 HTRBEX

32766: from all lookup main

32767 : from all lookup default

root@test:~# ip route show table 1 # Bk 1 N%HEEKE.
10.3.138.0 dev wireguard.cali scope link
10.3.138.0/26 dev wireguard.cali scope link
throw 10.3.231.192
10.3.236.128 dev wireguard.cali scope link # FhX IP Mk 10.3.2
36.128 WRERIEY wireguard.cali #EOAE
10.3.236.128/26 dev wireguard.cali scope link
throw 10.10.10.124/30
10.10.10.200/30 dev wireguard.cali scope link
throw 10.10.20.124/30
10.10.20.200/30 dev wireguard.cali scope link
throw
10.13.138.0 dev wireguard.cali scope link
10.13.138.0/26 dev wireguard.cali scope link
throw 10.13.231.192/26
10.13.236.128 dev wireguard.cali scope link
10.13.236.128/26 dev wireguard.cali scope link

root@test:~# ip r get 10.10.10.202 # YHITSZBEAR IP Mk 10.10.10.20
2 KA

10.10.10.202 dev wireguard.cali table 1 src 10.10.10.127 uid 0 cac
he # ZNHEFIHRVIAEN IP ik 10.10.10.202 &, HEEKET wireguard.ca
i #FEORE, FAKBER 1, BPERERN 10.10.10.127

root@test:~# ip route # SBRFKAEE
default via 192.168.128.1 dev eth® proto static
10.3.138.0/26 via 10.3.138.0 dev vxlan.
blackhole 10.3.231.193
10.3.231.194
10.3.231.195
10.3.231.196
10.3.231.197
3.231.192/26 proto 80
dev cali8dcd31cId00 scope 1link
dev cali3012b5b29b scope link
dev calibeefea2ff87 scope 1link
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dev cali2b27d5e4053 scope 1link
dev calila35dbdd639 scope 1link

calico on link

2. 5 R B EIE B LINRE T RRE.

root@test:~# ip a s wireguard.cali # BF wireguard.cali MLEHEORELN

Tﬁn;,\

30: wireguard.cali: <POINTOPOINT, NOARP,UP, LOWER_UP> mtu 1440 qdisc

nogqueue state UNKNOWN group default glen 1000

link/none

inet 10.10.10.127/32 scope global wireguard.cali # wireguard.cali

FEOSEM IP HihbA 10.10.10.127
valid_1ft forever preferred_1ft forever

root@test:~# tcpdump -i wireguard.cali -nnve icmp  # @I FERIET
guard.cali @ ICMP &R

tcpdump: listening on wireguard.cali, link-type RAW (Raw IP), captu

re size 262144 bytes

08:58:36.987559 ip: (tos 0Ox0, ttl 63, id 29731, offset 0, flags [D

F], proto ICMP (1), length 84)
10.10.10.125 > 10.10.10.202: ICMP echo request, id 1110, seq O,
gth 64

08:58:36.988683 ip: (tos 0x0, ttl 63, id 1800, offset 0, flags [nhon

e], proto ICMP (1), length 84)

10.10.10.202 > 10.10.10.125: ICMP echo reply, id 1110, seq 0,
h 64

2 packets captured

2 packets received by filter

0 packets dropped by kernel

3. MK RER IPv4 2R E18 1T wireguard.cali 334 .
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Q Alauda Container Platform Q

Kube-OVN Overlay M%& 3 355 IPsec &

AR T 7£ Kube-OVN Overlay (489 [SRAI2AF IPsec IS ERERFATER. BT
OVN [§iERE1E T YR B3 AT HAER |, XER B A RE U T A ER A LMK F ek HEilE
WHNE , B G IPsec I B S IEIREXEE MiTaE i,

Bk

ANiE
EEEm
SRR KM
BRIEDTR

Ja A IPsec

M |Psec

ANE

NE R

IPsec — M AT RIPARIEE S BB EHREURNIMMAEAR, B IP BRHET2EE ,
FEAT O EIWRAMLE (VPN) URRIF IP BUREKER ., IPsec TRIBEUTH
IEREBIER L

o BURNE : EBIMERA | IPsec A MHRBIREEWT T A ETBREEZR. FL
AR IAESE AES, 3DES %,


http://localhost:4173/container_platform/zh/
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AE iy
o BUETTEMIET : IPsec {FAMBZEERE (Hl20 SHA-1. SHA-256) KSR TEE
M RSB EmIREP R BIEL.

o BHRIL : IPsec AIMERZFAE (BINTEZEE. MFILH) BILIBENTH
S, AP RERARAI[E).

o BHEH : IPsec EMEBXMEAIM (IKE) MG TMERANESEE,

IIInI

=z
=
V4 RN

510

o
FH

 JaF IPsec AJgE4 S EMNLE T JLRDSH,

7

o WNRANZIRAH 3.10.0-1160.el17.x86_64 , JAF Kube-OVN K] IPsec THRER] RESIBEIFE A M

[F)L

SR FAF

BPITAT ah 2185 YR ERGINMZE B IPsec MARIZIR, MRt B/RETHES XFRM
FRBAERA v 8 m, MFRIRSHF IPsec,

cat /boot/config-$(uname -r) | grep CONFIG_XFRM

Wil

CONFIG_XFRM_ALGO=y
CONFIG_XFRM_USER=y
CONFIG_XFRM_SUB_POLICY=y
CONFIG_XFRM_MIGRATE=y
CONFIG_XFRM_STATISTICS=y
CONFIG_XFRM_IPCOMP=m
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BRAEDIR

EE  BRIEFB R, NP MESRRET RK CLI TRFHIT.

B IPsec

1. 182 kube-ovn-controller FRIECE T4,

1. BUTRA T 654 4w4E kube-ovn-controller B YAML BC&E T4,

kubectl edit deploy kube-ovn-controller -n kube-system

2. RBA T BB BEEE T EL.

spec:
template:
spec:
containers:
- args:
- --enable-ovn-ipsec=true
securityContext:

runAsUser: 0
FEOEA
 spec.template.spec.containers[0].args : 7EMLFEE TR - --enable-ovn-

ipsec=true ,

» spec.template.spec.containers[0].securityContext.runAsUser : &It FERK{EE
%A 0.,

3. REEH.
2. &% kube-ovn-cni BCE 4.

1. BITA T §4Y%4E8 kube-ovn-cni B YAML BCE ST,
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kubectl edit ds kube-ovn-cni -n kube-system

2. BT B BTERE T EL.

spec:
template:
spec:
containers:
- args:
- --enable-ovn-ipsec=true
volumeMounts:
- mountPath: /etc/ovs_ipsec_keys
name: ovs-ipsec-keys
volumes:
- name: ovs-ipsec-keys
hostPath:
path: /etc/origin/ovs_ipsec_keys
FEOREA
 spec.template.spec.containers[0].args : 7ELtFEX R/ - --enable-ovn-

ipsec=true ,

« spec.template.spec.containers[0].volumeMounts : ZRNFEEE K12 , H¥ 4% K ovs-
ipsec-keys HIGIFEEID 2.

« spec.template.spec.volumes : fEHFEL FiRMNZEALA hostPath f4 A ovs-ipsec-
keys %,

3. RIFEMH.
3. WEThEER BTN,

1. PITA T 4543 A\ kube-ovn-cni Pod,

kubectl exec -it -n kube-system $(kubectl get pods -n kube-system -1

app=kube-ovn-cni -o=jsonpath='{.items[0].metadata.name}') -- /bin/bas
h
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2. PITA T S SR ER S REGERNHE. MRF (MREE - 1) MERLTEIRE
e GNE 1

ipsec status | grep "Security"

i -

Security Associations (2 up, O connecting): # BTFZ&EH+YHE 3 MA,
ATEENEREER 2 NMEK

2 H IPsec

1. /&2 kube-ovn-controller fRIECE ST,

1. BATA T 4544548 kube-ovn-controller i YAML A& S,

kubectl edit deploy kube-ovn-controller -n kube-system

2. R TR B BEERE T EL.

spec:
template:
spec:
containers:
- args:
- --enable-ovn-ipsec=false
securityContext:
runAsUser: 65534

FERRAR -
» spec.template.spec.containers[0].args : ¥t FEX enable-ovn-ipsec HIEER
A false,

» spec.template.spec.containers[0].securityContext.runAsUser : J§ ItV FERHIEE
M~ 65534,
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3. RIFEH.
2. &3 kube-ovn-cni RIBCE 1.

1. BITA T 654 4w4E kube-ovn-cni () YAML BCE ST,

kubectl edit ds kube-ovn-cni -n kube-system

2. R TR B BEERE T EL

o EYHIACE

spec:
template:
spec:
containers:
- args:
- --enable-ovn-ipsec=true
volumeMounts:
- mountPath: /etc/ovs_ipsec_keys
name: ovs-ipsec-keys
volumes:
- name: ovs-ipsec-keys
hostPath:
path: /etc/origin/ovs_ipsec_keys
FEOREA

» spec.template.spec.containers[0].args : ¥ HFEX enable-ovn-ipsec HIEE
M A false,

» spec.template.spec.containers[0].volumeMounts : F&&IFE T 4 4 ovs-
ipsec-keys HIFEZIHEIZ.

» spec.template.spec.volumes : FZ[&IVFE T 4 A ovs-ipsec-keys 1% , 284
hostPath,

o BRENEE



Kube-OVN Overlay P& 345 IPsec N - Alauda Container Platform

spec:
template:
spec:
containers:
- args:
- --enable-ovn-ipsec=false
volumeMounts:

volumes:

3. RIFEH.

3. RUEThRE R BRENEA.

1. BITRAF 4543\ kube-ovn-cni Pod,

kubectl exec -it -n kube-system $(kubectl get pods -n kube-system -1
app=kube-ovn-cni -o=jsonpath='{.items[0].metadata.name}') -- /bin/bas
h

2. PITA T d o EERRE. MRIEFRL | FRERT,

ipsec status
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Q Alauda Container Platform

ALB %3z

B=x

A&

BRIELR

WSTERR
ALB i E 1%
ALB BIR{E RIEN

Ingress. HTTPRoute, Rule Ji&&ix

ANE

AE %
ALB FaaMNtERBIMES.

= HX

EES IR

L B AN,

2 EAMSHRE | K B > WS > WIS (VR

3. RITIUE TR S it VB EAR R ST A


http://localhost:4173/container_platform/zh/
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4. RITEA LMK Pk,
5. AT UBE LR R A RN ALB R Wi (URE

o A% 1: /i container-platform R FRFFSIZE R , AAfamids ALB KT ZFRFHAN
W RS, MREE , EaT LB SIS (ERERE A FUERE.

o FIE 2 FERFRIERHAXEET (B8N, alb) #FHTEE  Rfaad ALBRE BFRABA
BEOERE., MRFE , TR UREREATERE.

6. B REER R IITIEIR.

o ERREITNGATIA - Qi NEIRERY) 64 TiH) e R nEMa AT , Ahe
i, BN T A A,

o VEFREITH ALB : R METRFARH A 7R SRR =N ALB , BA 2T, B IZAT
F ALB,

I T TERR

BIRFTIE ALB £ &IE 5 7040 NEIRE. RIRERBN. Ingress (AYRHIR) . HTTPRoute
(275 HTTPRoute HIFEEFN]) #1 Rule (B%EA2Z Ingress A2 HTTPRoute HFLR) F

M IETERR.

W« BTA¥IEERR TR &L 5 04 WA TR,

/.

ALB RERIE

S IETERR TS

TRERIERRER %k ALB _EREERIEREL.

BINEREK i ALB SROUEIHIE K EH.

FRRR e ALB SRR AR) AXX (30 404) F 5XX FEREKAIELAI.

FEIR FridE ALB ESKHFARER ,
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ALB &FR{EFBIF N

WessEA
CPU (£
M E AR
L% BRI

HFERIE®RER

Ingress,

HITTERR

QPs (&%
EWE)

&k BPS
(ST
)

gL, BPS
(BT

L P50, L
i P90, i
P99

R

B ALB i) CPU (£,

Bri% ALB INTFERE,

FTide ALB 4K 1/0 FILE.

BT ALB HOBEE 110 FILE.

HTTPRoute. Rule &4z

A
FT%E ALB _E Ingress/HTTPRoute/Rule SRR EIFIESKEE |, BUABRRA

reg/s,

FT1% ALB _E Ingress/HTTPRoute/Rule GFUAZIHIESKE A/,

FT% ALB _E Ingress/HTTPRoute/Rule b4 1% NN 34 AN,

fTi% ALB _E Ingress/HTTPRoute/Rule £ IByESRET & A RERR B L.

frife ALB _EyESRdImi B iE) , B lpi B iE), IXEERE 50%, 90% A
99% HIESKEIMAY i (B NF R F T A,

Wih : P50, P90 A P99 KRNI R S EE M/ NEIKHEFF | FH7E 50%.
90% F1 99% K EEVE , WL , 50%. 90% F 99% HIM S ¥IEALLELT.
DA T TR D B AORA B RIRIE .

iR S BESKIN A ], FRONAEE_EFRSHIEKF |, 50%. 90% F1 99%
FIESKAIE R B (8] N E TR (A,
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Q Alauda Container Platform

HEHERR

AT fRIR ARM BEFH AT A B)E

BIkERRA


http://localhost:4173/container_platform/zh/

AT fRIR ARM IR A T S 8@ (5[] ? - Alauda Container Platform

Q Alauda Container Platform Q

WN{aTfR R ARM B S a)iB{=(a) i ?

EF AR AN AN ELERNMNRE , AJgEa ISR 7E B RRAEZ 1T ERRF
RNERBEIED. XATEESE Kube-OVN Overlay W45 R AIRKIEER M. BAfRRF 3N
T

o MERARL: FHRINIRA., BICENZIRAFHKE] 4.19.90-25.16.v2101 X E ShRAS.

o RRFR 2 : ZARKRANEER, ANRITIELEDFHRAAZIRAFF B I R EE S , 7T
AT dn2- 28 FYE MR AR ANENZK .

ethtool -K eth® tx off


http://localhost:4173/container_platform/zh/
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0 Alauda Container Platform

BHEERRE

FEARVERENEN k) X-ALB-ERR-REASON FEUSIERERHIRRA.

e

5

RAJRER :

InvalidBalancer : XFXE|xx KIS E
BackendError : MJ/FimiEEl xxx T EIE

InvalidUpstream : J&A&FLNILED


http://localhost:4173/container_platform/zh/
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