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o FEEEE . N3 FF ETCD. Scheduler, Controller Manager %45 ({X3Z#F API Server ¥5
$]_<) o

o FTELEE : & API Server SMEP AR,

AN{ATfRIR Containerd 1z THI S MTFAEIIE KW ?
£ Containerd i , A AFAERRE R , FEET RIA%E Containerd AtE

1. Yg%E /etc/systemd/system/containerd.service , I®XE LimitNOFILE=1048576 .
2. YT systemctl daemon-reload .

3. EJ2 Containerd : systemctl restart containerd .

4. FEFEHT RER S MITFE Pod

kubectl delete pod --all -n rook-ceph



& )\ OpenShift &% - Alauda Container Platform

0 Alauda Container Platform

Import OpenShift Cluster

XFPEEBREM) Openshift EFHEANTE , KIS —FH,

Bk

AT &t

$KEX Registry it

KERBFEMIMNG Registry BCE
EERR LK Registry

BCE S B¥ DNS

REVERHER
Fik— (3FF) : REX KubeConfig 3L
£ : {#F3 Token, API Server HititFl CAIEF

SNERH

MR ELE

GIEEHHES

FEHERITREE

W m)
AL R RAART A 2
IFHPLAUES 2
OpenShift SRR IFPPLETNEE 2

A 2


http://localhost:4173/container_platform/zh/

& )\ OpenShift &% - Alauda Container Platform

o FEFHM Kubernetes WA R S E# E R Kubernetes 2 RFESK,
o ERHBREPFEMEA kubectl M4, BHEAARIEHMEL2Y, EZEZ CLI TA,

o FSRIXTI . T{Ef#E (Deployment, StatefulSet, DaemonSet) . Pod &K & ZS$51EHr
HISRE5HE |, MR B AR 2 E0E Prometheus,

#%HY Registry i3t
o Z{HEATATE global £E TENTEIEK Registry , W5 1E global 54T SHITIAU T 64 -

if [ "$(kubectl get productbase -o jsonpath='{.items[].spec.registry.pr
eferPlatformuURL}"')" = 'false' ]; then

REGISTRY=$(kubectl get cm -n kube-public global-info -o jsonpath
='{.data.registryAddress}"')
else

REGISTRY=$(kubectl get cm -n kube-public global-info -o jsonpath
='{.data.platformURL}"' | awk -F // '"{print $NF}')
fi
echo "Registry address is: $REGISTRY"

o Z{EF 4MEB Registry , "EF3N%XE REGISTRY & :

REGISTRY=<external-registry-address>

echo "Registry address is: $REGISTRY"

KERBEELNIMNA Registry it &

1. PUTA T4 , & Registry A FF HTTPS BFBAZ{E1EH CAMET :
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REGISTRY=<registry-address-from-previous-step>

if curl -s -o /dev/null --retry 3 --retry-delay 5 -- "https://${REGISTR
Y}/v2/"; then

echo 'Pass: Registry uses a trusted CA certificate. No extra config
needed. '
else

echo 'Fail: Registry does not support HTTPS or uses an untrusted ce
rtificate. Follow "Trust Insecure Registry".'
fi

2. ERERM , FIRLALTHIREME.

EEARLT L Registry
1. &K OCP &8 .

2. EFBAN N R LACE Registry % H :

sudo -1i

sudo chattr -i /

sudo mkdir -p /etc/systemd/system/crio.service.d/
cat | sudo tee /etc/systemd/system/crio.service.d/99-registry-cpaas-sys
tem.conf << 'EOF'
[Service]
ExecStart=
ExecStart=/usr/bin/crio \
--insecure-registry='<registry-address>' \ # {3 registry.ex
ample.cn:60080 =% 192.168.134.43
$CRIO_CONFIG_OPTIONS \
$CRIO_RUNTIME_OPTIONS \
$CRIO_STORAGE_OPTIONS \
$CRIO_NETWORK_OPTIONS \
$CRIO_METRICS_OPTIONS
EOF

3. T2 crio BR%:
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sudo systemctl daemon-reload && sudo systemctl restart crio

Ao &%+ DNS

&% global 8284 ¥ CoreDNS configMap BARCE DNS.

1. 7E8R224),_EFRER OCP S RANERIH A -

oc get dns cluster -o jsonpath='{.spec.basebDomain}'

B

ocp.example.com

2. FRFEEHITHE |, VT global £3f , A\ A > RIFEHE,
3. YgiE kube-system @3 T[E N cpaas-coredns ConfigMap .

fEF OCP Hhaliih4& 1 DNS fR$asiit (IBEH TR /etc/resolv.conf ) FRANFAC
B,

R~

Corefile: |

ocp.example.com:1053 {

log

forward . 192.168.31.220
3
.:1053 {

log

forward . 192.168.31.220
3

RIERER
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AEELTARZ—
AiEk— (3#7F) : IKH KubeConfig 34
1. EE2HL EEIK kubeconfig X, FHABEEE R LTI

2. % kubeconfig {4 MERZ2 M B HIJE 453D

scp root@<bastion-ip>:</path/to/kubeconfig> <local-path>

AY

£ : £ Token. API Server i3 CA iEH

2 WA ERERER REEE 2 .

E’ \

SANEE

L ZEZE NS\ S BT > SR
2. B SR,

3. BLES ¥

e WA

FETFAAHSBRE Registry, FAEZKIA : global ZREKECEK Registry, FLH
Registry Registry : F3AE Registry #it, 0. AL MEE, A3 Registry : FEHT

iR,

4% KubeConfig X FINAEE. SEEHIL : API Server #ifik, CAMEP :
EHER Base64 fi#hL /gt CAMEH., JAEAR : token BLAA cluster-admin AXRIKZE F~
v b,
4. [ WhEEME.,

5. #KRINAEN , /it FA. JEPITHETEELE , IATRESREREEREE,
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Pz ACE

TR global RS TNER Z BMMLER. FRISNERHNIMNEACE.

GIEZEEAES

ERAINE , 3t Marketplace 53E FTEdlft , a0a1r. HEXEMBEGEE.

EiE HERERT , 15HR /var/cpaas/ FFRZT/BIAF 50GB :

df -h /var/cpaas

EHEITR

A{ERERIHEITREE ( spec.audit.profile ) :

o Default : iITKIXEFERKMITHIE (OAuth iR SRR RHERIEKIK)
« WriteRequestBodies : 1T T 1E KRN TTHIE L BEKHIEKIK,
« AlIRequestBodies : 3% T 1E K TTEHE KEKIK.

BURRIE (40 Secrets. Routes, OAuthClient) {iCsRITHIE.
B4

oc edit apiserver cluster

F J[e)

AT AT R IR AT A 2

FE Ul ARHFRIT R, FER BmRMHMAIE.
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HFHRLEUEF ?

1. Kubernetes iF$ : {Xa] 0, API Server iEH , TtEEhiH#.
2. FARPMHIES : AR EXFE s,

OpenShift & 2T HFHPLETHEE 2

o HITHUEXRE.
e« ETCD. Scheduler, Controller Manager 1% ({¥3Z3F API Server $§#5) .

o [% API Server SMNKIEREIR,
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0 Alauda Container Platform Q

Import Amazon EKS Cluster

B Amazon EKS (Elastic Kubernetes Service) &£EHEERIFES |, SRS —51E

Bk

[i0E7:3es

MR

RENEERHEE
RERSG N\ hE

SNER

W& AL E

B
A Ingress FN7EAE

w W)
SNE AT R RAARTT A, AR R 2
IEREERFF AR HIPLIES 2
S AWS EKS S £ RTFFPLLTNRE 2

AR 5 A

o H3H Kubernetes JRAFIR BTSSR Kubernetes SE B RR A8 S MR EK,

o GBEELICHF HTTPS |, FHEMHAAIE CAZERNBIW TLS IEH,


http://localhost:4173/container_platform/zh/
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Ly A i:\‘.z
HERIIR
JEE AWS EKS I LMIE , 157E AWS CloudShell FH{TAT 4R,

1. WHIRILKBEB IR AWS BIFZHIE .,

2. 3% cloudshell , $X/5¥TFF CloudShell 7,
3. ARSI S B AR BT e — 3, WERYII#R,

4. Cloudshell #e&7i#8)a | BT R IRFIEIT

aws eks list-clusters

aws eks update-kubeconfig --region <region-code> --name <my-cluster>

cat "${HOME}/.kube/config"

5. MEHER TR, JELbRANREREERHMEEM G NERE | 1B7E CloudShell R4t 3 BARERT

DA
A

RIERER

HRENF AL
KRE A B KubeConfig FAEEEATF I,

BEEIATHRBERER RGNS,

FNEH


https://console.aws.amazon.com/cloudshell/home
https://console.aws.amazon.com/cloudshell/home
https://console.aws.amazon.com/cloudshell/home
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1 EEMSAT , S SEHEHE > &5,

2. Rt FAER.

3. R TRELESHL.

5

WEA
m
)
% FHREMMBSTLAAHEHBNEE. - FAZIA : global EHENTCENCE. - L
& BAFEE  MAEHKRITFHITEMESGNCE,. SEENECENE. 0. AL
. WL, - NS AMGE, FANEREE SN L6 ES SIEREUEILE,
S _ . _ _
2t 127K : _E1£ kubeconfig 30 , FEKEohiENT. £i8nmA - BirERREZHING API
N Server #ilit, CAEH : &8 CAER, ANEAR : FAL—S0ENAEEE
; 18 S AR A A

G

4. ji WEERYE , RIEWKEBEMFEMEIVER LT, KNERLUHERABRERS
ats.

S ERMREBEE , ol S, FEARE.
R

o WTRTFIAPRENER , REHBEEIRAIAERITHESTEETEEHE

( status.conditions ) .

« SABIIE  ERFIRARTRERIEE , ERRENES | BATSTHERRE.

Pz ACE

TR global &RF 5SS NEHZAIAEMEEEM. FRINEHHMKECE.

JasRP IR
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Va1L, Ingress F7EfE

407 Ingress HAFHETEE , 5 WA AWS EKS Hliatt, Ingress FI AWS EKS HIAHAFA

& JLIA)

SENFURINT SRR, A{ARIMT A ?

F& Ul ASHFFRIIT R, BB SRR AR .

FHEEIFFNERHHLALT ?

1. Kubernetes iE$ : VB[ & F API Server uE$ , HAth Kubernetes WEFRAT] BB AR ZFFE B
B,

2. FRAMILT : AIEFRESR , FFATHH.

S A AWS EKS £ 8f NHFPPLETHEE 2
o NIRUEEITEUE.
e /"3 #F ETCD. Scheduler #1 Controller Manager B¥s#5 , {X3=AtEh4r API Server IE K.

o [% Kubernetes API Server IEF54h , HAIEFEER] A,
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0 Alauda Container Platform Q

Import GKE Cluster

FAEXIFFA Google GKE &3,

Bk

[i0E7:3es

HERIRIEIIR

RENEERHEE
IREN B AR R API Server HihitFN CAESH
AREREAREEE Token

SNER

W& AL E

SYNEE S
Ingress FM7FMEXIAM,

w W)
SNERF RN RRAKE |, AR R ?
IERETETNRE ST S N ERFPLAES 2

AR 5 A

o SR LM Kubernetes IRAS R ZAA1HHE SN AHB R RRASEK,

o MHRGERREUNIRASR | BIKFRB4HMTHIFENAR. B RIS Autopilot &3,


http://localhost:4173/container_platform/zh/
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o HBEELIRSFF HTTPS Viin) , FHRHEHEABIANEYAIAERA® TLS IEH,

LNyA [=] kv

YEREREMIR

FFFE GKE R2Hl5E , PAFHIRFEA Cloud Shell 3117,
1. #{R5 Google FIML&IEBM .

2. 375im) Kubernetes Engine TNEEF ] Clusters TUH ~ ; HEWFSAER , REERFE | &
¥ Connect %48,

3. FEEH SHEIES , BH B TACE kubect! e 1TARARMI 454 , md7 Run in Cloud Shell
%40,

4. %% Cloud Shell 5T , EEH1T , Ml E—HEHINPREIRIT.

5. FMEHER TR, BEMBASAEHMEFARITHGS | IRREREEMSANERTSES
1% NV AE Cloud Shell 4T,

RIERER

A B AREELH API Server HitbFN CAER

1. ¥j[A) Kubernetes Engine ThEER ] Clusters T ~ , mimiHF A BREEHFIENR.
2. #£ External endpoints X3%R]&F API Server ik,
3. 7£ Cloud Shell {ERAUTE—ARIKE CAUESD :

F1i% A : M kubeconfig H%KEX CAUEH :

gcloud container clusters get-credentials <cluster-name> --zone <zone>
kubectl config view --raw -0 jsonpath='{.clusters[0].cluster.certificat
e-authority-data}' | base64 -d

7k B - EEEMERIREL CAUETF ¢


https://console.cloud.google.com/kubernetes/list/overview
https://console.cloud.google.com/kubernetes/list/overview
https://console.cloud.google.com/kubernetes/list/overview
https://console.cloud.google.com/kubernetes/list/overview
https://console.cloud.google.com/kubernetes/list/overview
https://console.cloud.google.com/kubernetes/list/overview
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gcloud container clusters describe <cluster-name> --zone <zone> --forma

t='get(masterAuth.clusterCaCertificate)' | base64 -d
TE UEPT Base64 fRELfE BRI S A\FRAS,

REX B & EE Token
AT REEF KubeConfig A RAEEHEFRT S LR,

HSEE WIa AR EUEERHEE 2 AREXB ARSREE Token,

SAER
1. LA S~ =5 Clusters > Clusters,

2. miff Manage Cluster > Import Cluster,
3. IREBRA T UERECE A RS ¥K.
¥ AR

FRERTTFRAMHRGNEE. - FARA : 2 ANENTKENGGZC

Image E. - NBBE  MAMERNEETETTAGNEE. FHATREGRE
Repository FERREEGCEDIL, w0, ARaMEE, - AR6E  FREKMA

HGBCERS. ERAMNEESEEHALCERTIERIGEAERR,

SIEE | BIEEFER Token LR BAREEN API Server #i3ibFl CAUE
B, SR - BARERXTSNRER API Server fviialtiit , FAET XM
ViR R API Server, CAET : BAREERH CAUEP, EE : TR
FIAE Base64 fREBAHNES. MEAR : BRERIIAEAR , BFERET
H LSRN EF R ETEAR K token BHTIAIE.

Cluster

Information

4. i Check Connectivity $E-5 B AR BEKIMNERZEBME | FFEINRBERZE | RALER
LUHERRBRERBELA LA,

5. EBMKEEIBEfF , s Import A,
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I TIP

« Rm4tT Importing KM EAMIK Details B4R , AIERH K PITHE SHEEFERE

BPTHE (status.conditions) .

o ERSAMIE , TESEYIRTERRBREMER , KIREERER | Al THEHMEX
BRAE.

PG ACE

TR global RS FNER Z RMMLER, FRISNERHHIMNEECE.

FNIEIRIE

Ingress FM7ZEYANL

SNEEE , WFFER Ingress FEFEMEMKINEE , 155 % Google GKE Ingress Controller fCE
A Google GKE #f#lLE .

& JLIe)

SANEBFYRNTRMRAKE , 2MTARINIT R ?

FaREASHFRS AR RIRE | FIRAERHRUA RN A,

FHEHNRESIFFANERTPLALT ?

1. Kubernetes it : FIES A S TIHETFAIEPEERMEE APIServer IEHEE , H
b Kubernetes WIF BRI EFHAXIFE .

2. FABMESD : FrASNEMNTETAEBEBRTEEETAMIBEDEE | TIFEHR
.
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SN CCE &8 (/ABZ) - Alauda Container Platform

0 Alauda Container Platform

SAHEANT CCEER (N ET)

¥3INFEH CCE (Cloud Container Engine) &8 (A=) SAFE |, SKHSG—E1HE,

Bk

AR5 A

RV R -G FEhE
HR G ER DR RASNCE
RENEERHEE
KRG NGRS
SNER
W& AL E
JRERIRAE
Ingress (ASEHLN) RAFMEVILAMW
FAQ

SANERG , RINT SIREAK , RN R 2
IEREREEST I F SN E R PLAES 2
S A A CCE £ BRI FHIPLETNAE 2

AR 5 A

o %3 Y Kubernetes RAM ST S 4R ME Kubernetes S BHAHFRRA R S8 E K,


http://localhost:4173/container_platform/zh/

S \%A CCE &8 (NEx) - Alauda Container Platform

o MHIREMLRANMNR CCE &R , A SEAUEPEHIFEAIR. BAIARSHF Turbo &
.

o HNR CCE REAIZREOATUERSMNEMSERIR, SANEHET , EHRTINEEES
VIl & ViRt

AR5 G AL

o A{EM%kA global KRB FEEERBRCE , 51E global SR HIEHI T RPITA T a5
SIREUAE :

if [ "$(kubectl get productbase -o jsonpath='{.items[].spec.registry.pr
eferPlatformURL}"')" = 'false' ]; then

REGISTRY=$(kubectl get cm -n kube-public global-info -o jsonpath
='{.data.registryAddress}"')
else

REGISTRY=$(kubectl get cm -n kube-public global-info -o jsonpath
='{.data.platformURL}"' | awk -F \// '{print $NF}')
fi
echo "Image registry address is: $REGISTRY"

o HFRIMNIBEBRCE , BFNEE REGISTRY £,

REGISTRY=<external image registry address> # BHURH : registry.example.
cn:60080 = 192.168.134.43
echo "Image registry address is: $REGISTRY"

TG CERE AR REMINLE

1. PATA T S FINTHE E 5% B FE R B FF HTTPS vilnl B IS 5T CA HIAMUAIET :
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REGISTRY=<\“3kEN45E 1% 6 FEdbL " BB TR IS K515 6 FEsbE >

if curl -s -o /dev/null --retry 3 --retry-delay 5 -- "https://${REGISTR
Y}/v2/"; then

echo "B : HFBREEFRZET CA YMMARKIER, TEPITEIALARLHER
TEIANR.
else

echo "MAKM : BeGCEARIF HTTPS SEBAZIE(E, BEEEERNLLERE
B E B TECE,
fi

2. AMEKRMY , FSFE FAQ WA FEALEMHGEBE .,

RIERER

1. WIRSEATIERI B HMLEEE.

2.1708) cloud Container Engine CCE INREMEEFEIHRITME 7 ; HREMFSANER , &R

AR NFIBR.

3. WTFEIFR , R SAFREI T2 KubeConfig SCHHRA © S8R - EEEE - kubectl -

AicE , T2k KubeConfig 30,

RGN ERH SRR
NETHBHA KubeConfig AR SEERMTRBSN.

EE% FAQ ITHIVERSE » RIS AERAR,

FNEEF
1. SRR SRS > AR,

2. Rt FAER.

3. IRIBLATULEAACE Image Registry FHXSHK.


https://console-intl.huaweicloud.com/cce2.0
https://console-intl.huaweicloud.com/cce2.0
https://console-intl.huaweicloud.com/cce2.0

SR CCE £8 (ANB ) - Alauda Container Platform

¥ iR

RS TR T AAt RGN BE.

- FAERIA : global &R¥EIEN T EMHRGEE.

-NACE  MMENFETFENMBSEANAECE. FIASLERGE
Festit, dwE. AP R RIS GO E.

- NHEBE  ERNTAMRNGRGCERS . ERIIEESEENALE
BEER RIS FEAERSR.

Image Registry

327N 1 W _L{% KubeConfig 3UfF |, F A BafEMTIHAES.

SR - SAERREFEN API Server Al , (fEFAVTRIS A ER

B API Server,
Cluster

Information

CAILH : S AEH CAIEH.

IWEAR : SAEHANEAR , BEATHSRAENAE A EFEIEN
FREK token FHITIAUE .

4. [T f#HT KubeConfig Xt R4H , 33 E—5 T2 KubeConfig Ut , SF& K BahfigT
FHIAE cluster Information AHXS¥K.

5. milt KEZEEM , KNS SNEFNWLIEBY , FFENMRRSNERFER, SRR
BERABREREL LA,

6. FEEMRNIBET 5 , odr S FHA.
R

o« RAFHAT FAF RENEHANK
E#r , AR ) PUTHE SHEIEFEFERPITHE (status.conditions)

o EHINMING , JHEEIREREHXIRER , FEPKTERER , BATPUTER M
RARLE.

PZE Ao e
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MR global £S5 S NERZAIKMLGIER , WASES N\EHNERE.

LSS S

Ingress (AUGHLA) R AEERIAHW

SAEHG , tNFEFEM Ingress (ANWGEALR) RIFAEMERINEE , 185 E A~ CCE &5t
Ingress ¥IAECEM A = CCE SR FMEVIIALELE.

FAQ

SAERE A0 RIREZEK , AT R 2

FEFAAAIFELREANT R, BRARERRHT RN R,

EHGIETNAE ST SN E BB 2

1. Kubernetes it : FIB S AEB N IFHEFAEPEEAMERF APIServer iIFREE , ~
XIFEFHAMD Kubernetes WIE B & B3hid#k.

2. FAAMES | FIASNEMSTETFAIHEEREEATARMHIRES | BXHAET)
.

SARNHE AR CCE EREAFFMLTNRE ?

o RSB,

e A FF ETCD, Scheduler #1 Controller Manager #iX%513{5E , XHFEl4 APIServer 5%
@%0

o R¥IFHRENE Kubernetes APIServer IEHSMUE BT BAEX(Z 2.,
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0 Alauda Container Platform

Import Azure AKS Cluster

BEBM Azure AKS ERIANFE |, SKHlG— B

Bk

[i0E7:3es

HERIRIEIIR

RENEERHEE
RS NS Token

SNER

MR ACE

SNEiRE
Ingress (ASHRLI) FEFERLATL

w W)
AMATECE AKS "1 RHMNED IP RLHFN
ANMAIE] AKS T
Azure ALB 1 FIPNHB SaZk 44125
Azure ALB {§ FISMIB a1 25
SNERF R RAAK , AR R ?
IEREENRES T SN ERIPLALS ?
S AKS &5 AR HFIPLTRE 2

A 2


http://localhost:4173/container_platform/zh/

S\ Azure AKS £ 2% - Alauda Container Platform

o &2 LA Kubernetes WRAF SV B e Kubernetes S BHAAFIRA R 80K,

I TIP

o AR AKS TTRTTiAVIIA) global &£3¥ , E£%EE Wia# : ATRCE AKS T SR IP 2283
iy,

o BBEELIRSTF HTTPS 1iin) , FHRHEHEABIANENAIAERA R TLS IEH,

HERIRIEIR

A& Azure AKS R2SE , UTHR/EL/IIEIE Cloud Shell 14T,

1. RS Azure 56| & IR IEE M,

2. FT9F Kubernetes R3S 10 ~ , EAEIRSARER , Rt ASEEHIE R,

3. A connect IR4H , £ 4K Connect to <import cluster name> HIIFHE , IRHEIE
RFTFF Cloud Shell FHALERIEFNE.

RIERER

WS N\ &2 Token

NBEEHM KubeConfig XHABEEHERBTERSA.

BSEE WA)@ REERERE 2 RIVS SR Token,

FNEEF
1 AR R R > R

2. Rt FAER.


https://portal.azure.com/#view/HubsExtension/BrowseResource/resourceType/Microsoft.ContainerService%2FmanagedClusters
https://portal.azure.com/#view/HubsExtension/BrowseResource/resourceType/Microsoft.ContainerService%2FmanagedClusters
https://portal.azure.com/#view/HubsExtension/BrowseResource/resourceType/Microsoft.ContainerService%2FmanagedClusters
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3 RBA MR EMA RS .

WiEH

5 SRR AATFGRNOCE. - FARIA : #1F global ERNECENHEZC

% . - NBCE  MERENEMETFETRAGSRGNEE  SRARSVNGRGREEN
© NEGGCERIE, wA. ARAMES, - AR6F | ERERMA LGSR CER
3 %, AR ESEEHARLGGEER TR G EAERIR,

& #7115 1% KubeConfig XX f+ , SFEBIMENTABER. SR : SAEHRE

it SR API Server et |, SF&EZMHE R S A EEEK API Server, CAIEP :
= SANEHK CAUER, WEAR : SAEHAEAR , SEATELSERAIENESE
B HETEARM Token FHATIALE.

4. Rt WIMEBY , RIESSAERHRMNEERN |, FEINRARSAERRE, SHIELMU
BERABREREL LA,

5. EEMEINETE , /dr FA FAA.

I TIP

o REAT AT RESHERHANE 5 Bir , JERHER PUTHE SHEERERRHNT

#E (status.conditions) .

o ERSAMIE , TESEYIRTEREHIRER , KIREERER | Bl TR
BRAE.

PG ACE

TR global RS NER Z RMMLER, FRAIANERHIMNEECE.

FNIEIRIE
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Ingress (ASERLN) FEEREW

SNERE , FEH Ingress (AIEALR) FIFFAEMRINRE , 55 Azure AKS &:3¥ Ingress
VA ECE RN Azure AKS SR EFHVIIAELE.

F IA)

WMAECE AKS 7 R dMNER IP R22H AN

TRINANBRM 1P, SN IP Eﬂﬁﬁﬁﬁ”ﬁﬁi’%@ﬁ% (LB , AT HRE. % LB
FH AKS {4z , BEEFIMER TS EHRE . 1JlEd Kubernetes > @M > EAh& R IRLA

> WK LA > R0 S\ SE 2R fl’.‘.ltF/ W,

ANfArala) AKS 3 s

FEFE Kubelet, CNI, RZERGAMRE , FEL SSH EF TR, BYUER kubectl-
node-shell ¥fff , BEAGIT RNEAK IP,

FZE— : {F kubectl node-shell
B EE 7
AEZ : £ debug

B

l NOTE

HWRBIZFEZE kubectl fRAS 1.25 KL E , A5 GAMRAK kubectl debug 454,

kubectl debug node/aks-newadd-41368356-vmss000002 -it --image=mcr.microso
ft.com/dotnet/runtime-deps:6.0
chroot /host


https://github.com/kvaps/kubectl-node-shell
https://github.com/kvaps/kubectl-node-shell
https://github.com/kvaps/kubectl-node-shell
https://docs.microsoft.com/en-us/azure/aks/node-access
https://docs.microsoft.com/en-us/azure/aks/node-access
https://docs.microsoft.com/en-us/azure/aks/node-access
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Azure ALB {f FHNBRtaz 51423

SEENHE

apiVersion: vi
kind: Service
metadata:
name: internal-app
namespace: cpaas-system
annotations:
service.beta.kubernetes.io/azure-load-balancer-internal: "true"
spec:
type: LoadBalancer
ports:
- name: http-port
port: 80
protocol: TCP
- name: https-port
port: 443
protocol: TCP
selector:
service.cpaas.io/name: deployment-aks-alb
service_name: alb2-aks-alb

Azure ALB {FF4MI Tz Tz

HESH M ALB , VilaHitECE SN LB,


https://docs.azure.cn/zh-cn/aks/internal-lb
https://docs.azure.cn/zh-cn/aks/internal-lb
https://docs.azure.cn/zh-cn/aks/internal-lb
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apiVersion: vi
kind: Service
metadata:

name: azure-alb

namespace: cpaas-system

spec:

type: LoadBalancer

ports:

- name: http-port
port: 80
protocol: TCP

- name: https-port
port: 443
protocol: TCP

- name: prom-port
port: 11780
protocol: TCP

- name: prom2-port
port: 11781
protocol: TCP

- name: prom3-port
port: 15012
protocol: TCP

selector:

service_name: alb2-cpaas-system

WMRCIRATEE | AERAN TSt TR,

kubectl edit helmrequest -n cpaas-system uat-cluster-aks-alb

SFANERRRINT AR , AMTRINT R ?

FAREASIFRMT R BIRAREIHEH TR R,

UEPEIENRES T F N R PLEE S 2

1. Kubernetes if$ : TS AEIFAEFAEPREIERMEF APIServer IFREE , H
f Kubernetes uE BRI EFH A IFE .
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2. FAMMRES : RS NERTATAEBEEREEETAANERER , THadR
.

FAK AKS &1 EASTIFHLTNRE 2

o REFSEH IR

e /"3 #F ETCD. Scheduler #1 Controller Manager #i<Si=(5 8. , XIFEB APIServer 535
@%O

o AXHFFAREUE Kubernetes APIServer WEFRASMAIEFRIERMEXRER.
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0 Alauda Container Platform Q

£\ Alibaba Cloud ACK £ #f

SAEEH Alibaba Cloud ACK 3 &£ Ef (Managed Kubernetes) =% Alibaba Cloud ACK &g
&7 (Dedicated Kubernetes) , SKIIZ—F &%,

l TIP

Ex ACK FTEER (Managed Kubernetes) X Alibaba Cloud ACK ¥ @& #f (Dedicated
Kubernetes) i =@m{EE , B AE A1 7.

B=x

L7 3es

RV R B s

HTR B CEE DR EMIMCE

#*EX KubeConfig

SNER

ZES W

FAQ
AN{ATALIE Alibaba Cloud Y515 5F & Wi 2H (4 fim H e 2
AR AR /2 RY373[7) Alibaba Cloud &8 2
SAERE , BT RIRHKE |, TR R ?
SNEBANEDBIRDNRESIFLAES 2
S Alibaba Cloud ACK & &R 1 ACK L BEEEEASTIFIFLLTNRE 2


https://help.aliyun.com/document_detail/86737.html?scm=20140722.H_86737._.ID_86737-OR_rec-V_1
https://help.aliyun.com/document_detail/86737.html?scm=20140722.H_86737._.ID_86737-OR_rec-V_1
https://help.aliyun.com/document_detail/86737.html?scm=20140722.H_86737._.ID_86737-OR_rec-V_1
http://localhost:4173/container_platform/zh/
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AU 561

o £33t F Kubernetes RAFSEE#E S AIRHE Kubernetes S2 B LA HFIRAFI S B0 ZE K,

IR 1R C e

o &{EM global EFIENFARERGEE , 1 global EHIPEHIT RBITLAT a5 HRE
ok

if [ "$(kubectl get productbase -o jsonpath='{.items[].spec.registry.pr
eferPlatformURL}"')" = 'false' ]; then

REGISTRY=$(kubectl get cm -n kube-public global-info -o jsonpath
='{.data.registryAddress}"')
else

REGISTRY=$(kubectl get cm -n kube-public global-info -o jsonpath
='{.data.platformurRL}' | awk -F \// "{print $NF}')
fi
echo "4E{GGFEMIEA : SREGISTRY"

o AEMSNTGRGEE , FFNXE REGISTRY &,

REGISTRY=<#MNI[451% 0 FEibE>

echo "&b MR © $REGISTRY"

FTRG EER S H R MINLE

1. PATA T dn 4 FIRTHEE S € R 2 BXFF HTTPS vilal B AT CA MIMMAKIET :
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REGISTRY=<\“#REVEE & " S0 RIS 5e % & FEstdiE >

if curl -s -o /dev/null --retry 3 --retry-delay 5 -- "https://${REGISTR
Y}/v2/"; then

echo '"MXEY : HEEEFRAIEE CA YMMAKIES, THFPITEELALLEHB

TERIANS.
else
echo "MAKM : BeGCEARSIF HTTPS SEBAZIE(E, BHEEEELNLLERE
BB BHTRCE,
fi

2. AMEKRMY , FSFE FAQ WA FEALEMHGEBE .,

##HX KubeConfig

1. &3¢ Alibaba Cloud B2 RS EHFES.,

2. EEH B EMIAAE , R &#.

3. EEMIIRNE , RITEARER AR E IR EHAMIRES TS,

4. EEREENE , RIMEREREFER , AR R e KubeConfig,

5. 7EIEAY KubeConfig SfiEAET , X E G EIENB SR IRIERNA N (BIEARIEH
RIIE]) .

6. M4 AIGE KubeConfig , AfF & H , BB EHIFHRERIAHIT B
KubeConfig X4,

3327 SYNCILIE G Gl psan

FNERE
LA | At RBEE > B,

2. Rt FAEE.
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3 RBA MR EMA RS .

WiEH

5 FRERTRFAATFGRNCE. - FARA : global £RHIENECENFGROE. -
% NECE TN EFET A TFAGRGNALE CE. THREVIRGGRCENLER
© GEFEIE, WwH. AAAMENS, - ARCE  EREEMALGGCERS , R
3 BIHSEEHNAHCERTIERREFEAERIR.

7R JFEAEE | A _k{% KubeConfig XHHF & BEM#ITIES. fEAT
& KubeConfig 30F : L{£3RERf KubeConfig (/G , FABIMITIBAEERER |
i3 SR ENAENEE. SRt  £RXIMNRER API Server ijalitht , FAIBE
= ZHAEAR) £ B API Server, CASET : &£8H CAMER, EE : FaASKEHRA
=) Base64 fi#hd[aiET. INEAR : VIAISEHAIAEAR , FERRBEHEEMRK
token BHEHIAIE (% FUERM®4R) ST,

4. Rt EEBN , KIUSHFIAEHNOMZZEEY , FEINRAIFSNEREE, SREE
KMHERABRERBEA LA,

5. EEMEINETE , /dr FA FAA.

I TIP

o REATSATFRENERHAMUKFHERAR , RSP THENEETER R PITHE

(status.conditions) .

o ERSAMINE , TESHIIRERERARGER  KIREERER | BTdHTEIAXR
1E.

PG ACE

R global R SFFAEHZ BRIMEEERM. FRTNEHHMKECE.
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FAQ

AN{a 4L IR Alibaba Cloud Wi 5 & Wois2h 4l [ )Has 2
4 Alibaba Cloud PSP & IIMUEETNT | RRAEMOIHE , WIS Albaba Cloud

WfE | (UREBTA K.

n{a{E A3/ ™ij7ia) Alibaba Cloud &2 ?

#Z1{E A Alibaba Cloud £ E£/ M5[8]) , A]1E Alibaba Cloud _E4FE /N IP,

SAEHR , AT RIREAKE , AN R ?

Alibaba Cloud ACK FE5£ B ACK % BB R 15 B T4 RERIIS & | B A%k
PR Fe e B (AT VRN,

S NEHRIFB SRR LS 2

1. Kubernetes if$ : FIBS AEBHNTIFEFASEPEEREMESF APIServer IFREE
YHEHEEHM Kubernetes IF R , AT IB I,

2. FAAMES | FIASNEMSTETFAIHEEREEETARMHIRES | BXHAED)
.

S K Alibaba Cloud ACK 5558t 1 ACK T @& X
FFRLETHBE 2
 Alibaba Cloud ACK T & & B AT IF U1 TEURE.

« Alibaba Cloud ACK & & 8" 4F ETCD. Scheduler. Controller Manager 85X 51515
, B 3504 APIServer 515 E3K.

« Alibaba Cloud ACK L& 81 ACK £ B BRI #H4KEN% Kubernetes APIServer iEH
MU EREBHEXREE.
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SENBRZ= TKE £Ef - Alauda Container Platform

0 Alauda Container Platform Q

SANBMN= TKE &5

BUMBERBERAE TKE € BEMSBRE TKEFXEEHRSATE , IUE—FHE,

l TIP

BX TKE TRENTBNST TKE FBLEEHNTRNE , S ANEL 7.

B=x

B &RM
REVER
FITRGR e EE SREMSMCE
#HR KubeConfig
SNER
L& BCE
FAQ
SAEHE , BT RRAAIR , AR R ?
SAE OB BEIRDBE LIRS ?
FAK TKE #£EEH M TKE T BER A STHFMLTNRE 2

A 2

o &3 MY Kubernetes RAFS ¥ E S A5 Kubernetes SRR HIRATISEEK,


https://cloud.tencent.com/document/product/457/32187
https://cloud.tencent.com/document/product/457/32187
https://cloud.tencent.com/document/product/457/32187
http://localhost:4173/container_platform/zh/
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o HBOELISHF HTTPS iiln) , FHRHHEABIEBMANME LB R TLS IEH.

R R G

o HEMFEHBENGRBEE (F£ global ERAFENECE) , iH7E global SRHIEHIT R
1TRAT dp S ARBUtILE -

if [ "$(kubectl get productbase -o jsonpath='{.items[].spec.registry.pr
eferPlatformuRL}"')" = 'false' ]; then

REGISTRY=$(kubectl get cm -n kube-public global-info -0 jsonpath
='{.data.registryAddress}"')
else

REGISTRY=$(kubectl get cm -n kube-public global-info -o jsonpath
='{.data.platformURL}"' | awk -F \// '{print $NF}')
fi
echo "{EGGEMIEH : SREGISTRY"

o HERSNIGGEE , EF3IRE REGISTRY X E,

REGISTRY=<4MiF45 1% 0 FEH >

echo "GO EMNA : $SREGISTRY"

AR B CER ST EMSNCE

1. PATA e @ FIMTTEE A 2 A3 HTTPS Vila| BE AX{EE CA X HNES !
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REGISTRY=<\“#REVEE & " S0 RIS 5e % & FEstdiE >

if curl -s -o /dev/null --retry 3 --retry-delay 5 -- "https://${REGISTR
Y}/v2/"; then
echo 'BIFB : ERECEFERZET CA EEMIED, TEPITESELALLEEREE"

WARE. !
else
echo '"WAFKM : BGCEARIF HTTPS SUEBAZIE(E, HEEEEARNLLERE
BB BHTRCE,
fi

2. AWILRM , FSFE FAQ WA FEATEMHGEBE .,

##HX KubeConfig

1. B RBA RS RESEHTER.
2. £ ERES > A5 E 1 EF £ 5 APIServer 5.,

3. IRIER P RFRMR R 2N MiA1R) 2 R51E) , T3 Kubeconfig F{R1FE|AHITER.

FNERE
1. A SRR R S BETE > 4B,

2. Rt FAEE.

R DN LW tPS 28

UiEA

5 FHERNTHTFaArRGNeE. - FARA : global BENEENHGEE. - F
% T MAERRNFETETBAGRENILECE , FEMAVIG G CERNLER
() GeiEtt, wH., AREMEN, - AHCE AT AMKNEGEERS  £/A
3 I H LS E LN ALEERG RIS EAERSR.
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o

WiEA

7R AIFEAE , WAIE L% KubeConfig XHHF & Ba#TIRE. f#4T
& KubeConfig 30 : H£3RENH KubeConfig Xt /E , FALBEIMENIHES SRS
i B I EIASNEEHTER. SRt - ERXTSMERER API Server (A
= i, FABTZIA R &R AP Server, CAEP : £ H CAMEP. £E : Fahli
2 AR Base64 fERLFHNED. IAMEAR : ViRISEFHMAAMEAR , FERRGER
EIRARA token (£h%) TOEFIAE (FFImEBE4ER)

4. jib WEERYE , RIESFHSAEHIMNEGERY , FHFEINRAGI AR, SRH3E
KUHEEABRFERBEG LA,

5. EEMREERTE , ad S FA.
R

o RIAATSAPREHEFHAMHRIEBTRIAR , AJERHRPITH RS ET ERRIPIT

#HE (status.conditions) .

o EHINMING , TEEIIRTEEENNIBEE , FEREERER |, FAHTE
PSS (o

PZE Ao e

TR global R SFINEH L ERMNEEERN | AMEFSES NEHHMKECE.

FAQ

SAERE I RMREAIR , AR R ?

TKE L B& MM TKE I EHNATIFET FAR@MmANT & , BEFARINEE: RERHE
FIANAN,



SN TKE &3 - Alauda Container Platform
SAERHRNEREIRTRESCFFIPLEUEF ?

1. Kubernetes it : FIBE S AEH N IFETFAEPEHAMESE APIServer iIFREE , ~
SXHEBEEHAM Kubernetes WIFH , AT IFB sk,

2. FRBAMIED : IESAEHETEFSIIPHEERAEEFRAMEDEER , HHFEa3)
Foit.

SK TKE FLE £ F TKE T BE B IR IFPLLThEE 2

o TKE FEERMASIFHREEITEUE.

o TKE 3E& &£ A4 ETCD. Scheduler, Controller Manager f<4i%{58 |, B354
APIServer WizRIZR .

o TKE #LEE M TKE L BEE RN IFHA% Kubernetes APIServer IEBSMK&EEHIEFHE
KEE.
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Q Alauda Container Platform Q

Register Cluster

XR—MEREERTHEZERMAHERFNAE  BREERENRELEIETKREIFA,

Bk

B &M
BZHA
AR
BEHEMHS
FAQ

ERERHEITIZAMA Containerd B, 2N{AIfig R A FHEHE R IK 2

AU 561

o WMIEITEEMNIT | TEEH L Kubernetes R HAMLAAAIRAF S EVIMIH B ITE LR
ARAFNSIHEK .

o HBOELISFF HTTPS Viln) , FHRHEHEABIEBYAMIAERA® TLS IEH., TiEH 2
Bt ESE FAQ M EEAR2NGGEE?

R FAEAMRBHARSEDHE HTTPS AREK , BREMATARANALE
FERASHF HTTPS ¥la).,

o MRFFEREHAEITRZAHZE Containerd , EFEHFT R E(EY Containerd FLE , DA
RO TG E TN,


http://localhost:4173/container_platform/zh/
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BEH

FERMFRELITEOARBIBHRILAS eth\.\Jen\. \[wi\.“\|w\.* KRR, FL, 0RE
ERAHE MG Z AR, ESENEE X &M EREMETIEN , ERIER RE YA
MR , R FEEBEMREIENRIRE.

M EERE
1. ZEAMS AL S35 Clusters > Clusters,

2. mii Managed Clusters > Register Cluster,

3 RBA MR AHR E AT IR T At RGN e ESR.

2 15tHR
Platform
BhE 2 BB HRE AR BE.
Default
Private M ENSINIGE R OE. FTEEBSNRGESR SENILERG AR,
Registry iwd . FAFEME,
Public B FARREMN ARG ECERNRTRGESR. THRENERBEE RN
Registry M., FEHIIHESEENAMEREERG SRS EAERR.

4. i Create , 7E/EMdr € WEABUEM a4 , HEFEMERHTEITRG S,

R EMGSEEORA 24 /N, BHAEEERIREL,

EE M4

EAMERRPIFPHRESTMER  AESEIRGS | E7ET BN AERHRE,
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FAQ

EFERHZITH4A4 A Containerd B , 20{a iR \TEhE
GIESEN L o

YIEFREHIEITIZAH R Containerd B , AR EEHESLIW. AL A , BEEF
EMERE AT A LM Containerd itE{=E. , =3 Containerd,

EE  MREAETE N HRNEEITESRBU T RGN Containerd ALE , NIFTTHEHITHE

1. BREHT R, YR%E /etc/systemd/system/containerd.service X , %
LimitNOFILE S¥{E{EM K 1048576 .

2. fTd54 systemctl daemon-reload EFMNEBELE.
3. 17454 systemctl restart containerd EJgZ Containerd,

4, FEEFEHT AP ITa4 kubectl delete pod --all -n rook-ceph , EJ3 rook-ceph
BT ETHRATE Pod DUMFECE AR,



Q Alauda Container Platform

NEEBHIATL - Alauda Container Platform

NE TRV



http://localhost:4173/container_platform/zh/

Q Alauda Container Platform

P& IE 1,

L& 4541k, - Alauda Container Platform


http://localhost:4173/container_platform/zh/

AWS EKS ZEBEME IALECE - Alauda Container Platform

0 Alauda Container Platform

AWS EKS SEEME Y ECE

B=x

SCHFRESE
HIHR &A1
ALE IR
HB%E AWS Load Balancer Controller
B3 Ingress #1 LoadBalancer %
EPSES S
M AWS CLI #0 eksctl e
#%EX ACCOUNT_ID
Kubeconfig Bt & 34
AT WA ANAREE
BIEEP

SCIFAEE

. XFF
gk Bk

LoadBalancer .
XHF

Service

o[ g2 AWS Load Balancer Controller, FRE[E\Ziw% 2507 |

LoadBalancer THEESZ[R.


http://localhost:4173/container_platform/zh/
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. XHF -
TheE e R
VIAFN

nJ%EERZE AWS Load Balancer Controller, AJi%/3H Ingress

Ingress XFF Class ThEE (BRfE , AI{EEE REREEAE ingress B F ik

# ingress class) .

AR 561

o HEW/AE kubernetes.iolrolelelb FREHFM, XTTHZFM , 70
kubernetes.iolcluster/<cluster-name>: shared #3%, ¥ AFMZARMNARE,

o MEDAE EKS &8 , ES )\ Amazon EKS &£,

o 7EE[ZE AWS Load Balancer Controller Z B , #{R 22T kubectl, Helm., AWS CLI
0 eksctl T A,

TE RETAHE, FRVEEHNAFET AWS CLI BEEEREE , 3K AWS CLI 1
eksctl THZRIEfMERE.

o FSEFKEL ACCOUNT ID, REGION #1 CLUSTER_NAME , F7E3 A4 %
<ACCOUNT_ID> . <REGION> Al <CLUSTER NAME> ¥ ASCR{E.

/£ : ACCOUNT_ID 242 &A1 A FHIMK = ID , REGION R AT |
CLUSTER_NAME & &4,

o FHIHWIUF Kubeconfig L& T4,

fic & 2K

¥ZE AWS Load Balancer Controller
FE  HXKERE AWS Load Balancer Controller BFVEEE. |, S NE A THY 7.

Bt & OIDC Provider


https://docs.aws.amazon.com/zh_cn/eks/latest/userguide/aws-load-balancer-controller.html
https://docs.aws.amazon.com/zh_cn/eks/latest/userguide/aws-load-balancer-controller.html
https://docs.aws.amazon.com/zh_cn/eks/latest/userguide/aws-load-balancer-controller.html
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Kubernetes & #{# FJ OpenID Connect (OIDC) #H{T7EHEIE , FFKFLk— OIDC £17%&
URL., AERAERHFH AWS SMFARFAREKER IAM A6, FEME—1N5EH
OIDC %%7# URL <E%f IAM OIDC Provider,

1 eksctl FHITA T a4 AECE OIDC Provider :

eksctl utils associate-iam-oidc-provider --region=<REGION> --cluster=<CLU

STER_NAME> --approve

AL B ARSIk

HATAT 64012 1AM SRR QI 4 &) aws- load-balancer-controller HIREM /|, BH
5 1AM f @ xEk

curl -o aws-load-balancer-controller-iam-policy.json https://raw.githubus
ercontent.com/kubernetes-sigs/aws-load-balancer-controller/v2.4.7/docs/in
stall/iam_policy.json
aws iam create-policy \

--policy-name <CLUSTER_NAME>-AWSLoadBalancerControllerIAMPolicy \

--policy-document file://aws-load-balancer-controller-iam-policy.json

eksctl create iamserviceaccount \
--cluster=<CLUSTER_NAME> \
--namespace=kube-system \
--name=aws- load-balancer-controller \
--role-name AmazonEKSLoadBalancerControllerRole \
--attach-policy-arn=arn:aws:iam: :<ACCOUNT_ID>:policy/<CLUSTER_NAME>-AWS
LoadBalancerControllerIAMPolicy \

--approve

¥ AWS Load Balancer Controller $8ZZI|4& 3

7£ eksctl FHITA T 542 AWS Load Balancer Controller :

1. ¥ eks-charts B F :

helm repo add eks https://aws.github.io/eks-charts

2. BFAHBE
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helm repo update eks

3. ¥ AWS Load Balancer Controller Helm Chart SpZZI£ 2 :

7 EE : aws-load-balancer-controller EEACERSMKPPSIEKRSIK,.

helm install aws-load-balancer-controller eks/aws-load-balancer-control
ler \

-n kube-system \

--version=v2.4.7 \

--set ingressClassConfig.default=true \

--set clusterName=<CLUSTER_NAME> \

--set serviceAccount.create=false \

--set serviceAccount.name=aws-load-balancer-controller

£17 Ingress Fl LoadBalancer g5
#2a] PARIBS €% ingress #1 LoadBalancer fg%5 , LAl MRIEF R EFHF 2 —.
B13£ Ingress

1. 7 AeFA , REZMSAE ML > Ingress,

2. mifi 413 Ingress , FF7E Ingress Class F1%3#¥ EKS Ingress Class,
3. % Y. BUAR HTTP, ZE%EE HTTPS |, &5 IE RIS ZES.

4. YHAE) YAML , RIRUT iR, 8 Wity -

alb.ingress.kubernetes.io/scheme: internet-facing

alb.ingress.kubernetes.io/target-type: ip

5. mif Bl

$# LoadBalancer 3%

1. £ AaTéE , REAMSIER ML > RS,


https://docs.aws.amazon.com/zh_cn/eks/latest/userguide/alb-ingress.html
https://docs.aws.amazon.com/zh_cn/eks/latest/userguide/alb-ingress.html
https://docs.aws.amazon.com/zh_cn/eks/latest/userguide/alb-ingress.html
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2. |t B ARS |, 7£ SMERIAIR) 1%HF LoadBalancer,

3. mifr AU,

PSS

Mz, AWS CLI #1 eksctl &3

o PUTA T4 , HREIERSIFK , N AWS CLI RRIEH
aws eks list-clusters

o PUTIA T4 , BHREIERSIFK , N eksctl LA 1EM -

eksctl get clusters

#HX ACCOUNT_ID

1T aws sts get-caller-identity #%KHX ACCOUNT ID. Mgi/= [ 651168850570 BlA
ACCOUNT _ID :

{
"ARN": "arn:aws:iam::651168850570:user/jwshi"

}

Kubeconfig fit.& 3 {4

1. PITRA T dp & B FTFE B HUHA Kubeconfig 3044 :

aws eks --region <REGION> update-kubeconfig --name <CLUSTER_NAME>

2. PITRA N iS5k Kubeconfig X , FIERREMEE , NECELEM
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kubectl get svc -n cpaas-system

R R NIDFRES

1 PATRAUF an S BRERE B 1)

eksctl get cluster --name <CLUSTER_NAME>
2. PATLAT a SARERF PN

aws ec2 describe-subnets

3. PUTA T an & A FWRIIPREE . B <subnet-id> FEHAKEME. FRFMESAI -~ :

o JFMERM kubernetes.io/role/elb #HR% :

aws ec2 create-tags --resources <subnet-id> --tags Key=kubernetes.io/
role/elb,Vvalue="1"

o AHZFRARI kubernetes.io/cluster/<CLUSTER_NAME>: shared #RZE :

aws ec2 create-tags --resources <subnet-id> --tags Key=kubernetes.io/
cluster/<CLUSTER_NAME>, Value="shared"

BIEMED

f# A HTTPS YMYES , 1§IR AT HTTPS MEREARIRTFA Secret (TLS 2£8Y) |
1. £ A PéE , REAMSAK BiCE > Secret,

2. Rir 83 Secret,

3. %% TLS 3R | RFSNTUAE IEH 1 A,


https://kubernetes-sigs.github.io/aws-load-balancer-controller/v2.5/deploy/subnet_discovery/#common-tag
https://kubernetes-sigs.github.io/aws-load-balancer-controller/v2.5/deploy/subnet_discovery/#common-tag
https://kubernetes-sigs.github.io/aws-load-balancer-controller/v2.5/deploy/subnet_discovery/#common-tag

AWS EKS ZEBEME IALECE - Alauda Container Platform

4. i B,
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Q Alauda Container Platform

AWS EKS #ME(E S

B=x

PN
E bkl

EKS f£ /i aws-Ib A7 25 M4 B 2R MR IIR)

Service Annotation & 15H8

Ila) bR 7y =

ZNI=
95

eks-clb

eks-nlb

eks-alb

aws-lb

E 1§

Classic Load

Balancer

Network
Load

Balancer

Application
Load

Balancer

AWS Load

Balancer

WiEH

AWS FOAS BRI RS . ERLAB I TFAERE |, TS
A,

AWS 5 4 RIS , £ TCP/UDP RRt{THEk
1, ERTREESEMEEHNITR.

AWS 7 EtE91%23. Mt eks-nlb , eks-alb BEfEAT
HTTP/HTTPS #MY T e 75K |, 1E4 Web i/
A.

LITE Kubernetes _ERITEIAM RS | BEBET

Kubernetes #f LoadBalancer 255! Service #1 Ingress
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W5 E/ VB

BzNfliE eks-nlb 1 eks-alb , Ui EN BGEMEE
K.,

Platform Load T
FEBENE 7 EREIMEs.

Balancer

UE X FE M INEXT R _EAITTHIRE. XL nEERT A
BIRANFFIA , ATIEEF R Kubernetes FIRHIE 77
HEEM, Annotations A PLZ TLEAATNREREAMESCA |
WA MIEE =/ BNEESITA , SFsEEESHFILT
B, ThEEEE R K.

Service
Annotations

EE

B B MT ST | BN FEELE Service Annotations |, F{REF A iR IERAE A aws-
lb, FNRKIEMACE AN Service Annotations , & ERIAEF eks-clb , K TREIE S FLE
UDP MR , AJRESBIFE BN,

EKS (£ /] aws-lb 472 25 MLE RBIE 2512 HEMIT
)

Service Annotation Bt 51587

1. FEXT NV EEREF |, fF M kubectl BATUA T 64 , K kube-system iy & TEF L HRE S "aws-
load" HIFTH Pod :

kubectl get pod -n kube-system |grep aws-load

2. QI RMEINER VAN LSBHSHES N, AWS EKS Service Annotation Instructions &8
BT3B
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o WR FRGLSIAR Pod IR [A] , WBREREERLEE AWS Load Balancer Controller , Tt
BlE Service Annotations , HE4)2 taEIa1 28RN a],

o MR FRGAHFHK Pod IR , WAL %3 AWS Load Balancer Controller , ZEXT
N S BB BN ST , FARMELT Service Annotations :

e service.beta.kubernetes.io/aws-load-balancer-type: external //Required

e service.beta.kubernetes.io/aws-load-balancer-nlb-target-type: ip

//Required

e service.beta.kubernetes.io/aws-load-balancer-scheme: internet-facing //

Optionale FHE/MSHFEIARMLLIEAR,

VilRIHEERER 7 T

o B IMLR AT I IE AT , IHEM Service Annotations £ BEFEXT N & a8 ss
B LoadBalancer Z%Y Service _E,

o IENBEEIEF | # BN Service Annotations f¥] LoadBalancer Service 2%/ B =R

FoRcit , FE RFEEREIAMALIREE B R
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Q Alauda Container Platform

47 CCE &R ML NILE

B=x

Support Overview
Prerequisites
Configuration Steps

Create Ingress

Create LoadBalancer Service
Related Operations

Create Certificate

Support Overview

Support
Feature

Status
LoadBalancer Default
Service Support

Default
Ingress

Support

Requirements

T HREINIBE .

A% /SF Ingress Class ThgE (BRJE , fJAdRAR
A3 ingress BFFaNi%#E ingress 25) . TTHEEIMID
ES
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Prerequisites

MRECAE CCE &H# ,BI A CCEER (RBT) .

Configuration Steps

#ea] AR ingress #1 LoadBalancer A% , L A] AARIE kG H—.

Create Ingress

B ingress BRMAR , #HEFFA A — : F3N%EHE Ingress Class,
R BREMAAAME path 1 ingress B,
(#%) AX— : F5hEdF Ingress Class
1. £ Container Platform Z=fISfi+ , =7 Network > Ingress,
2. ;i Create Ingress , 3¥7t Ingress Class F1%#% CCE Ingress Class,
3. 1%#% Protocol , BXIAZ HTTP, %A HTTPS , iE5E0 B IERIFEFZIED.

4. Y1 E| YAML , RIEAZHIZNA Ingress Controller ZERVRANPAT /AR, JEMBETES WEH
TERRCE B ES

EE BB TREMATH values B SCRIEE.

A
Ingress .

%
Controller
Sl

kubernetes.io/elb.autocreate: '{"type":"public", "bandwidth_name":"

Shared

{random}", "bandwidth_chargemode":"traffic", "bandwidth_size":5, "bandwidt
(B3hbE)

kubernetes.io/elb.class: union


https://support.huaweicloud.com/intl/zh-cn/usermanual-cce/cce_10_0385.html
https://support.huaweicloud.com/intl/zh-cn/usermanual-cce/cce_10_0385.html
https://support.huaweicloud.com/intl/zh-cn/usermanual-cce/cce_10_0385.html
https://support.huaweicloud.com/intl/zh-cn/usermanual-cce/cce_10_0385.html

% 57 CCE SR MK VIAALE - Alauda Container Platform

A
Ingress .
TEfi#
Controller
it
kubernetes.io/elb.class: union
Shared
kubernetes.io/elb.id: <Load Balancer Instance ID>
(ER)
kubernetes.io/elb.port: '80'
kubernetes.io/elb.autocreate: '{"type":"public", "bandwidth_name":"<Bar
Name>", "bandwidth_chargemode":"traffic", "bandwidth_size":5, "bandwidth_s
Dedicated ["<AZ A>","<AZ B>","<AZ C>"],"elb_virsubnet_ids":["<ELB Virtual Subnet
(B3h813E) ID>"],"17_flavor_name":"L7_flavor.elb.s1.small","14_flavor_name":"L4_f1
kubernetes.io/elb.class: performance
kubernetes.io/elb.port: "80"
kubernetes.io/elb.class: performance
Dedicated
kubernetes.io/elb.id: <Load Balancer Instance ID>
(ER)

kubernetes.io/elb.port: "80"

5. mif7 Create , SIZ25TAUERI P BT ELB a6 REARSS .
AR : {FFEZNA Ingress Class

1. 4J3ZE—" IngressClass YAML 344 , N, FEFES WELA Ingress Class 7 :

apiVersion: networking.k8s.io/vi1l
kind: IngressClass
metadata:
annotations:
ingressclass.kubernetes.io/is-default-class: "true"
name: cce
spec:

controller: alauda/cce

2. REXHHNARISANER , B <filename.yanl> AKFR YAML X4 :


https://kubernetes.io/zh-cn/docs/concepts/services-networking/ingress/#default-ingress-class
https://kubernetes.io/zh-cn/docs/concepts/services-networking/ingress/#default-ingress-class
https://kubernetes.io/zh-cn/docs/concepts/services-networking/ingress/#default-ingress-class

kubectl apply -f <filename.yaml>

3. 1£ Container Platform LA Sfi+ , =i Network > Ingress,
4. 1%3% Protocol , BAE HTTP, &4 HTTPS | &4 IR HEFRLXIER.

5. |y Create , AIZESTR RN P IE T ELB V5[a) &£ 8RS

Create LoadBalancer Service

1. £ Container Platform Z US4 , =5 Network > Services,

2. mif Create Service , 71t External Access F1%3#* LoadBalancer,
3. JJF annotations , 1R{EFEIATE LoadBalancer JR%/EfiE.

4. A i Create,

Related Operations

Create Certificate

fEA HTTPS WMXET |, B3R AT HTTPS uEHEIELL Secret (TLS 2KAY) KR
1. £ Container Platform Z{l|Sfji , /=& Configuration > Secrets,

2. =17 Create Secret,

3. 1%3F TLS Z&8! | iwFE S A\EIATE Certificate 1 Private Key,

4. A i Create,
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Q Alauda Container Platform Q

Azure AKS ML YIIALECE

B=x

SCIFIESE
BT S
BBk
12 Ingress Controller
fI% Ingress #1 LoadBalancer k%
HARIRAE
BIFIES

SCHFIRESE,

XHF
Thisk 2K
LoadBalancer A o
) . TLHRESNDE .
Service X

aJ1%EERZE Ingress Controller, AJ1%JS A Ingress Class TIEE
Ingress XHF (JERfE , A3 ingress B A I@ IS & B A F 3% ingress

%) .
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MEREE A AKS &3 | S Azure AKS &2,

fic & 2K

ZBZE Ingress Controller

AKS fF AaME5 , IFFIA Nginx Ingress Controller EIF fadia/as , RN BT
LoadBalancer 258U¢] Services A& 2R NEBMILE R RN IP itk (VIP) $ef{SMERaiaIbiL.

1. &% Microsoft Azure FH NEEBIIEH AKS &2,
2. fEEEMISAF , S Kubernetes &R > fR%E- 1 Ingresses,

3. mifr B , W THISREIESE Ingress (Preview) , REUEHR/RIFEFNBIZE Ingress
Controller,

4. R JBH HEFTA.

8% Ingress 1 LoadBalancer 5%

Fa] PARTE TS SKRIBS 6132 ingress F1 LoadBalancer A% , SaEFEH+P 2z —.

B13£ Ingress

1.1 7&FE , ZMSAMRD M4 > Ingress,

2. ;mify B Ingress , %3 webapprouting.kubernetes.azure.com {£4] Ingress Class,
3. 18 Y. ZRAR HTTP, I HTTPS | & 54 BB HEFHRLES.

4. Ry B,

£1# LoadBalancer k%

1. 72 AeFa , EMSHRE Mg > RS



2. B PIEMRS , %4%F LoadBalancer 1E4 4MNER5(A].
3. BJFF annotations , {RiFEEIAE LoadBalancer %71z,

4. R AU

FARIRAE

BIFIEH

{8 HTTPS YMXET |, IR A HTTPS MEREIERL Secret (TLS 2£8Y) AR,
1. £ 5#FE  ZMSMadE BECE > Secrets,

2. mifi 832 Secret,

3. 1%E#F TLS KB | 1RFIANBIRAE IEH M R4,

4. R AU
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Google GKE £

B=x

SCFFHESE
HIIR AT

BB SI%

12 Ingress Controller

SR NE YA ECE

$7 Ingress #1 LoadBalancer AR5

HRIRME

1£ Google Cloud &% Ingress &R

BIEIEF

SCHFIRESE,

;12

LoadBalancer

Service

Ingress

XFF

EA
XFF

EA
XFF

T HEINIBE .

A% S Ingress Class ThgE (GG , TlAd XA R MEAE
ingress BYFaN%H% ingress 25) . TTHEFIMIBE.
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WMREDAIE GKE &5 |, H 5\ GKE &5,

fic & 2K

ZBZE Ingress Controller

TEFEERE ., GKE IRET —MEEHWNE Ingress controller , #:A GKE Ingress, X%
controller ¥ Ingress &EIRE %] Google Cloud Tazk8rss , A TAME GKE thfi HTTP(S) T
EthEK , FARCE ER{ER B3Nk,

8% Ingress F1 LoadBalancer 5

#AT AR BRI ingress A LoadBalancer fR%5 , SRIEFKIEHFEHF 2 —.

B13£ Ingress

1. £ Container Platform & , R AU S 1K Network > Ingress,

2. | Create Ingress , 374 Ingress Class 1%#% GKE Ingress Class,

3. 1%&4% Protocol , AR HTTP, #Zi%&#F HTTPS |, E RS IERIFEFZES.

4. | Create, Z1F4) 5 M4 , GKE FA4L B3NN ingress S3EC/AM IP ik,
FE : NEM ingress IR WA ELARIKIAM 1P ik,

£17# LoadBalancer %

1. 7£ Container Platform & , =52l S fif Network > Services,

2. =7 Create Service , 3f5 External Access 1% LoadBalancer,

3. JEJF annotations , 1R{EEEIETE LoadBalancer JRE /2.

4. 55 Create,



PR ESEE

1£ Google Cloud #& % Ingress K&
1. 3t \ Google Cloud > Kubernetes Engine , Sz Z IS A Services and Ingress,
2. |7 INGRESS,

3. IR PBEEX Ingress RIFHHEE.

BIFEEH
A HTTPS WMYES |, &AM HTTPS IEREIERL Secret (TLS 288Y) BH{RTF.
1. £ Container Platform & , RE5Z U S:Af Configuration > Secrets,

2. &5 Create Secret,

3. 1%FF TLS 28 | wFES A\BIAET Certificate 1 Private Key,

4. =i Create,
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A

Amazon Elastic Kubernetes Service (Amazon EKS) £ Amazon 12{t##t% Kubernetes fR
%, AT 1E AWS Cloud FAti#iE=.(MZ1T Kubernetes, £z , Amazon EKS BzhETE
RITAERLS. BENA A, FHEERIUERHMIRIS KN Kubemnetes 26 FET
SRR R | IR E T 2IFN Kubernetes iR A X,

Huawei Cloud Container Engine (CCE) 12t ol FetE. SMEREMI VRS 25 A ETE AR
%, X#F Kubernetes community RAEN AT AR , Btz BB SIS TINERME.

Azure Kubernetes Service (AKS) 127 Azure. ¥uE/OBOh%E AN BRI ZEE
e RRFFATF AR E = REN ARTRRAR |, FFEXAH, 5% = Kubernetes
SRS —EHEMIAE,

Google Kubernetes Engine (GKE) f2 AR B ]9 f&t. £B3NH Kubernetes % , JLFTT
& Kubernetes £MVAMRRIA] /., AMABBERARE. BREXRIMEZHERAE , NER
AT R , PRV FEMEHK BT wEfaRAR , XHFY RE 15,000 MR,

Bk

TAAEZESCHT

AWS EKS &3
Huawei Cloud CCE &£ £+
Azure AKS &3

Google GKE &£ #f
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BIZEH RWO ij(7)
R PVC

XFF

XFF
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ERL:

bt
4
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AL
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bt
4

A
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ENINE

%

azurefile

default

BIZEH RWO ij3[7)
3K PVC

R3H

XFF

BT RWO i7(a]
3K PVC

XF¥

XFF

Bl RWX ij3[A]
3K PVC

XFF

Esy

BT RWX iji[a]
R PVC

XFF

R

BIEEH RWX iji[a]
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XFF

R

XFF

XFF

XFF

PVC
TRER
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AXHF
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R
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Google GKE &£ #f
pear Rl RWO 3 AR RWX 35
] . . ;'é
o] AL AEEE PVC [EHEstA PVC
14 standard- . .
. i XHF XHF
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’ Sandat f S
fig rwo

XFF
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TRER

R
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AWS EKS S B FMEYIIsHHECE

F 45 AWS EKS HERREZHEIIALEE.

Bk

AR SIR
AR5
ALE SR
ClFEREREES
BB AFEIETE
HRIRME
A& AFHESH

A R 5FR
o ZAK efs-sc X FEMEISIEIER R BEASIFAURE 2 , RJRESEX PostgreSQL, Jenkins
EFEEHH N ATEIEEIETT.

e AL2023 AMI A"3Z3F AL R3S , S5 EBS B 763 GE (Amazon EBS CSI Driver) Joix
IEE#8E. EBS CSIKFNEXHF GA LE2M/ARM , EELFREIET AMI/SRBISCEF , TIEIRzEh
ARG, MNRFEE(FH EBS HhiFMEE  ERAFEA TSGR | BiER Graviton2/3 Z4R
GES

¢ al.medium
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e al.large
o al.xlarge
e al.2xlarge

o al.4xlarge

WEERAE : {#H Graviton2/3 SKFIRS) , 20 m6g, cb6g. r6g. t4g & , IRMLF(EMEER
SEE M) EBS CSI IKFNH+.

A 2

o WHRE LY kubectl” F1 AWS CLI T A,
o A OIE EKS &5 , NS A\ Amazon EKS &5 ; BERAIE , NIEIE AWS EKS £35f.

o 1t EKS £ EE EFS N4 171&HHH4 Amazon EFS CSI Driver #1 EBS {Ffi&ff{E
Amazon EBS CSI Driver,

R £/ EFS UHHFAERT | VE1E EKS FTIEMg Rl S 47fE | FHcR XA SE D,

fic & 2K

BIEFEZE
L B\ FABE , AEEMSHM FHEEE > k.
2. R QRIS S FHSER > I\ YAML BIR2.

3. 7£ YAML XHFHRMU TR |, IRIEFTELEINAGTMIS, UHFEME 7 BUAGFMRIERTRA
efs-sc , 77 - BAFFHIELFRA ebs-sc,

o« EFS {17tk

FE ¥ <File System ID> EHASKFRM XHEARSE ID , 440 fileSystemId: fs-
05aef9eledd309f2b ,


https://docs.aws.amazon.com/zh_cn/eks/latest/userguide/install-kubectl.html
https://docs.aws.amazon.com/zh_cn/eks/latest/userguide/install-kubectl.html
https://docs.aws.amazon.com/zh_cn/eks/latest/userguide/install-kubectl.html
https://aws.amazon.com/cn/efs/
https://aws.amazon.com/cn/efs/
https://aws.amazon.com/cn/efs/
https://aws.amazon.com/ebs/
https://aws.amazon.com/ebs/
https://aws.amazon.com/ebs/

AWS EKS S BEIZMEXIAECE - Alauda Container Platform

kind: StorageClass
apiVersion: storage.k8s.io/vil
metadata:
name: efs-sc
provisioner: efs.csi.aws.com
parameters:
provisioningMode: efs-ap
fileSystemId: <File System ID>
directoryPerms: "755"

« EBS fR7rfH

allowVolumeExpansion: true
apiVersion: storage.k8s.io/vil
kind: StorageClass
metadata:

name: ebs-sc
provisioner: ebs.csi.aws.com
reclaimPolicy: Delete

volumeBindingMode: WaitForFirstConsumer

4. i B,

R BEAFEEABRETK , TR ERSROZEFNFEISHRIERREB RS, FI
AR HECE.

B EEIEIE o fC
1. FEAMNS A AT FEEHE > 7.
2. i 4ok efs-sc 3% ebs-sc KIFEEISSSHI = miRdl > EFHWE.

3. IRIEF R WA B AN, /il FA KR EamE.

PR ES S
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Ao & °] 23

« EFS X{HFMER S

a
aJ
2 1% ZAE . R
1%k
(=1
RATEWKFER. BEE , E
_ A5 az KEXROHER B PR T
az
T moER G BARE WAL
PHDE R TR PR
AR VIR AL, B
basePath o F6E | WA R TE R GARE
X R,
B ViR RARE R~ B R
directoryPerms )
fR.
B2 e RARE SR 7 ) POSIX
uid s
A ID,
B Vila AARE R ~ #) POSIX
gid b
28 1D,
B ViR mARE R~ B A
gidRangeStart 50000 = POSIX 20 ID #2450, HIXE
T uid/gid , MIFTTFREHSHK.
POSIX £H ID &3GERE., HRE
gidRangeEnd 7000000 =
T uidlgid , NITTERE LS.
subPathPattern 2 MENSLR NS MR RFTE

FHAZHREAR . RTEREE TR
MABRAEAR , KT nfs-

subdir-external-provisioner


https://docs.aws.amazon.com/zh_cn/efs/latest/ug/efs-access-points.html#enforce-root-directory-access-point
https://docs.aws.amazon.com/zh_cn/efs/latest/ug/efs-access-points.html#enforce-root-directory-access-point
https://docs.aws.amazon.com/zh_cn/efs/latest/ug/efs-access-points.html#enforce-root-directory-access-point
https://docs.aws.amazon.com/zh_cn/efs/latest/ug/efs-access-points.html#enforce-root-directory-access-point
https://docs.aws.amazon.com/zh_cn/efs/latest/ug/efs-access-points.html#enforce-root-directory-access-point
https://docs.aws.amazon.com/zh_cn/efs/latest/ug/efs-access-points.html#enforce-root-directory-access-point
https://docs.aws.amazon.com/zh_cn/efs/latest/ug/efs-access-points.html#enforce-root-directory-access-point
https://docs.aws.amazon.com/zh_cn/efs/latest/ug/efs-access-points.html#enforce-root-directory-access-point
https://docs.aws.amazon.com/zh_cn/efs/latest/ug/efs-access-points.html#enforce-root-directory-access-point
https://docs.aws.amazon.com/zh_cn/efs/latest/ug/efs-access-points.html#enforce-root-directory-access-point
https://docs.aws.amazon.com/zh_cn/efs/latest/ug/efs-access-points.html#enforce-root-directory-access-point
https://docs.aws.amazon.com/zh_cn/efs/latest/ug/efs-access-points.html#enforce-root-directory-access-point

£ pic BAE TP

s

chart #f] "subPathPattern" 4AF
., ESHBeE
.PVC.name., .PVC.namespace

0 .PV.name,

HEAENER, REA true
B , £1F subPathPattern 55
HIIEEIEM UID | B RTA A
AESMEmE—BR. EE
I AHE BEHAT AN A RE R

false,

ensureUniqueDirectory true

halil

efs-
provisioningMode

iy

EFS 38!, BRISFRIR.
ap

fileSystemld

i

BIEVIIR] RIS RS 1D,

« EBS RRTFtERIHS

TR ARIEREMMRESHOF N, Amazon EBS £ 7,

. ZHA "
S A E{E iR
=l
"allowAutolOPSPerGBIncrease" true, false false WHE A "true" B, 4

iopsPerGB * <#:K/\> i
&, TUEHE AWS TR
|IOPS SGEIRT , CSI Ikzh4
BEINEMER IOPS , iR
NEAIRIRA AT, B
FIEREH PVC REDL
iopsPerGB 3/)\ , {BAJRES

BEM IOPS 5T


https://docs.aws.amazon.com/zh_cn/AWSEC2/latest/UserGuide/ebs-volume-types.html
https://docs.aws.amazon.com/zh_cn/AWSEC2/latest/UserGuide/ebs-volume-types.html
https://docs.aws.amazon.com/zh_cn/AWSEC2/latest/UserGuide/ebs-volume-types.html

"blockExpress"

"blockSize"

"bytesPerINode"

"csi.storage.k8s.io/fstype"

"encrypted"

"inodeSize"

AJI%E(E

true, false

xfs, ext2,

ext3, ext4

true, false

A
(=]

false

ext4

false

i

iopsPerGB 3K , FAEFISH
A,

BT i02 £/ IOPS R
12F+Z 256000 , 4l i02
Block Express %, {4
#) IOPS #81d 64000 f%
TOEHEBEARSHF i02
Block Express B354k .

BANIREX G RGN ER
IR KRN, {UERT Linux
TRENXHRGEI R
ext2, ext3, ext4 zk xfs,

B NEREX T RSN EA
inode KF N, LEART
Linux 77 m B30 R G028

k] ext2. ext3 8% ext4,

BB R ARG
KA, XN KNE,

EEREMEE.

BANIREX G RGN ER
) inode K/, {UEAT
Linux 7 s B30 R Ge 288
A ext2, ext3, ext4 %
xfs, inode BXHARGHF
FESCAEFN B R IT R EE
45H,



"iops”

"iopsPerGB"

"kmsKeyld"

"numberOfINodes"

"throughput"

lltypeu
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\ 2Rk
A[fE
(]
125
iol, io2,
gp2, gp3,
scl, stil, gp3
standard,

sbpl, sbgl

/0 BEXER , ERT
101, 102 1 GP3 %,

5 GiB G 1/0 $#ER
¥, AT 101, 102 0
GP3 #%.

BT MESREHATE
ARN, ERIEE , AWS &
18 % AT E IS A ZRA
KMS %48 , BaVERE AR
lawslebs HZE4A,

BAWREX 4RGN TEE
K inode 2. {LEAT
Linux 7 R B3 ARG 28!
S ext2. ext3 Bk ext4,

&€ , ${z MiB/s, {XFE
ERE op3 HEAEAM.
FHAZT , BAA 125
MiB/s, VM, Amazon EBS

B,

EBS #2581,


https://docs.aws.amazon.com/zh_cn/AWSEC2/latest/UserGuide/ebs-volume-types.html
https://docs.aws.amazon.com/zh_cn/AWSEC2/latest/UserGuide/ebs-volume-types.html
https://docs.aws.amazon.com/zh_cn/AWSEC2/latest/UserGuide/ebs-volume-types.html
https://docs.aws.amazon.com/zh_cn/AWSEC2/latest/UserGuide/ebs-volume-types.html
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Q Alauda Container Platform Q

%7~ CCE MMV HECE

Fa 5407 CCE MR R I EIIANES .,

Bk

BRHIS2R
B &1
ALE SR
EIVINEZ SRR
LA
PVC G kK
K X 5%

GSTAES

£# PVC BEBRS , B FAFESEFECA. eIl TRFAEHEECER.

AU 551

o MREELE CCE &5 , EFA CCEER (LB R) .

fic & 2K
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1. N FEER  ELMSA AT FHEEE > Fi2E,
2. mifi% A csi-nas X csi-disk KFEEEEHK = > EHHE.

EE 1 S\ CCE £HELERBIAEME. csi-disk #HEFRTHEM | csi-nas HFERTX
(R MREINRININEZ S LR

3. MBIETEEE MB A A, Rl FH, ¥ csi-nas 3k csi-disk FEZENACATE.

BAFESSR A

FHEELIR EAF it WA
(#E7F) csi-disk b5 e HEFER.
(#%) csi-nas S W |, {AESHF csi-nas IRE KA .
csi-disk-topology A7 1% TRET AXNE =R
csi-local A7
csi-local-topology KA G
csi-obs Xt R A
csi-sfsturbo R =R A T BRI ETTENSAEITA S,
& D, [e)l

PVC B8 ki

HIA TR RAEXE PVC BERS. ArTRUBIT T ARSI :

message: "ShareLimitExceeded: Maximum number of shares allowed (10) excee
ded."
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Vo
LI mINE

RTRESFH PVC EIZKMK , HIAFHR. B RETAIEK :

message: "Your account is suspended and resources cannot be used"
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Q Alauda Container Platform Q

Azure AKS & FEVIIALECE

F 45 Azure AKS IR R EIIALEE .

Bk

AR SIR

AR5

ALE SR

MXER
LN EZ ST
A RS

A RS BR

ZRIAM azurefile SUEFERIEHB R BEAITARIEH |, IXFTRESEF LN AN
PostgreSQL 11 Jenkins Jj£1E #1517

A 2

o WMRECAZE AKS &8 , 15T Azure AKS £3E,

W=7’


http://localhost:4173/container_platform/zh/

1. N FAEHE , aEZMSMPR EHEE > a2,
2. mifi% A default % azurefile FEMEZEFH=m > EHIE.

EE S AKS &EHE , AR TEBIAGEMIS. #EFER default 1EHIFMH |
azurefile YEAHEFM. FERZOATEEZSGRAA,

3. MBIEFTEEE MBNE A, Rl FH, & default 3 azurefile 72BN ALLETIE .

TR ARBOAFEENBRFR , TRE LR PRAEFRFEEEIMRIERTE B RS
EINCINERE S 28

MXEE

BOATFESGREA

2k
T AT i i
g!
(#%5) azurefile X7 1# A Azure FRAETFABRIE Azure UHFEEE,
(37 default b5 wedinA {# 3 Azure StandardSSD 7Zi&BIBITEIE.
azurefile-csi XAETEAE £ Azure FrAETEERIIE Azure SUHFHRZE.
INGTER I EE H= | F¥F NFS
surefile-csinfs ST ﬁfl\% Azure FRAEFFEBIE Azure LR | XFF
X
file-csi-
aeHrEees St (B Azure BERTEAAOIRE Azure TR,
premium
azurefile-premium N TEE {F Azure SR IFAE0IEE Azure U=,
managed b5 e {#F3 Azure StandardSSD 7EESEFLERLE .
A ES fe
managed-csi I {# 3 Azure StandardSSD ZA# & 7FE (LRS) SIEFE

B .
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PSS

LT iy 348
d-csi-
anagec-es 7 (R Azure BERAHTATEME (LRS) AIERITSHIE.
premium
managed-premium RIFfis f# /1 Azure SR MERIRITENLEL.

A TSR

o RIFFMMTESHBEE N , FS N £ Azure Kubernetes Service (AKS) F{# FH Azure fi4#s
BEMERS .

o NHFMEHNTIESIKEE N , ES N #£ Azure Kubernetes Service (AKS) {#F Azure XZ
HEZMERS .


https://learn.microsoft.com/zh-cn/azure/aks/azure-csi-disk-storage-provision
https://learn.microsoft.com/zh-cn/azure/aks/azure-csi-disk-storage-provision
https://learn.microsoft.com/zh-cn/azure/aks/azure-csi-disk-storage-provision
https://learn.microsoft.com/zh-cn/azure/aks/azure-csi-disk-storage-provision
https://learn.microsoft.com/zh-cn/azure/aks/azure-csi-files-storage-provision
https://learn.microsoft.com/zh-cn/azure/aks/azure-csi-files-storage-provision
https://learn.microsoft.com/zh-cn/azure/aks/azure-csi-files-storage-provision
https://learn.microsoft.com/zh-cn/azure/aks/azure-csi-files-storage-provision

Google GKE £ BETEEXIIALECE - Alauda Container Platform

Q Alauda Container Platform Q

Google GKE &t E¥IAWACE

F&5 Google GKE IS MR 74 HELE.

Bk

AR SIR
AR5
ALE SR
MXER
LN EZ ST
ARSI
LA
M FESILR i PVC AU RN
PRI M42E PVC TLAE R S85E

AR5 R
o BASCHF I PVC VAN 1T , ARRIMRRER RN 1T, 2B HE 17,
« B AR ARG | TE TR,

o FOAHFAER A M BIRREREIRK | ARKIELAL TS | EOFRF,


http://localhost:4173/container_platform/zh/

AU 561

o BIEEEERT , £ Google Cloud Platform f] Cluster > Features T [ Other X1, , A%
Enable Compute Engine Persistent Disk CSI Driver 11 Enable Filestore CSI Driver &
i

o 7£ Google Cloud Platform _E 5 Cloud Filestore APl #1 Google Kubernetes Engine
API, ¥ 1 Filestore CSI 3Kzhij[a) Filestore S5l 7,

« 3% Google Cloud Platform RIS FAERCER. VEN, RIRACERAIBR S .

o MRELIE GKE &8 , #H1T T GKE &7,

fic & 2K

1. N\ FaEH , RELAMSMK FiEEE > 77528,
2. B4k standard-rwx 5§ standard-rwo [{FAEZEEM = 53528 > FHINE.

EE : A\ GKE & e MEOAFMES. HEXHFM#ER standard-rwx , Sk7&E{FE
standard-rwo, ¥, ZHATFEISHEA,

3. RIBFEEF MBS A, 2T FH , % standard-rwx % standard-rwo 7Zf&3SAe
4T,

IR MRBOAFEERNRERK , iR LR PRI FEEIIRIEFTRB RS I, *
W TR RESS L

MXER

RIATFEZGAA


https://cloud.google.com/kubernetes-engine/docs/how-to/persistent-volumes/filestore-csi-driver?hl=zh-cn
https://cloud.google.com/kubernetes-engine/docs/how-to/persistent-volumes/filestore-csi-driver?hl=zh-cn
https://cloud.google.com/kubernetes-engine/docs/how-to/persistent-volumes/filestore-csi-driver?hl=zh-cn
https://cloud.google.com/compute/resource-usage?hl=zh-cn
https://cloud.google.com/compute/resource-usage?hl=zh-cn
https://cloud.google.com/compute/resource-usage?hl=zh-cn
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FIEOS
BB FR ZE itBR
(H7F) standard- XHE

{$ FJ Basic HDD Filestore f[R%%Z 7.
rwx %

t77) standard-
(#7) standar Hetrtk 15 PRSI AR

rwo

premium-rwx Zﬁﬁ:ﬁ {$ /H Basic SSD Filestore flR%-E 7.

premium-rwo R SSD FFARE.

enterprise-rwx 1);;#7? {# 4 Enterprise Filestore = 7,

enterprise- NETFE {# A Enterprise Filestore & 7, £J, Google Kubernetes
multishare-rwx & Engine f{] Filestore Z#% 7,

] TS
. BIFMNTTES BB AL, VI AT

o XHFENANESHEEN , VI RFZE 7.

& JLIe)

N FiESEF S PVC B2 KK

o I TEARER M E+ 2 Cloud Filestore API S5/ DHNVAYR., SN, 8R4
fiB ik


https://cloud.google.com/filestore/docs/service-tiers?hl=zh-cn#basic_hdd_and_basic_ssd_tiers
https://cloud.google.com/filestore/docs/service-tiers?hl=zh-cn#basic_hdd_and_basic_ssd_tiers
https://cloud.google.com/filestore/docs/service-tiers?hl=zh-cn#basic_hdd_and_basic_ssd_tiers
https://cloud.google.com/filestore/docs/service-tiers?hl=zh-cn#basic_hdd_and_basic_ssd_tiers
https://cloud.google.com/filestore/docs/service-tiers?hl=zh-cn#basic_hdd_and_basic_ssd_tiers
https://cloud.google.com/filestore/docs/service-tiers?hl=zh-cn#basic_hdd_and_basic_ssd_tiers
https://cloud.google.com/filestore/docs/service-tiers?hl=zh-cn#enterprise_tier
https://cloud.google.com/filestore/docs/service-tiers?hl=zh-cn#enterprise_tier
https://cloud.google.com/filestore/docs/service-tiers?hl=zh-cn#enterprise_tier
https://cloud.google.com/filestore/docs/service-tiers?hl=zh-cn#enterprise_tier
https://cloud.google.com/filestore/docs/service-tiers?hl=zh-cn#enterprise_tier
https://cloud.google.com/filestore/docs/service-tiers?hl=zh-cn#enterprise_tier
https://cloud.google.com/filestore/docs/multishares?hl=zh-cn
https://cloud.google.com/filestore/docs/multishares?hl=zh-cn
https://cloud.google.com/filestore/docs/multishares?hl=zh-cn
https://cloud.google.com/filestore/docs/multishares?hl=zh-cn
https://cloud.google.com/compute/docs/disks?hl=zh-cn#disk-types
https://cloud.google.com/compute/docs/disks?hl=zh-cn#disk-types
https://cloud.google.com/compute/docs/disks?hl=zh-cn#disk-types
https://cloud.google.com/filestore/docs/service-tiers
https://cloud.google.com/filestore/docs/service-tiers
https://cloud.google.com/filestore/docs/service-tiers

Google GKE £ B 7FiE WAL ECE - Alauda Container Platform

failed to provision volume with StorageClass "standard-rwx": rpc error:
code = PermissionDenied desc = googlespi: Error 403: Cloud Filestore AP

I has not been used in project alauda-proj-1234 before or it is disable
d.

resion: SERVICE_DISABLED

o HIATERE R 0L FAERCER., F2 N AR50 fRiR

failed to provision volume with StorageClass "standard-rwx": rpc error:
code = ResourceExhausted desc = googlespi: Error 429: Quora limit 'Stan

dardStorageGbPerRegion' has been exceeded. Limit 2048 in region asia-ea
st1.

rateLimitExceeded

RIFAELETIZ %S PVC ToiAIEE 4FE

HIA TR R FE AT S| CSINode ##7) pd.csi.storage.gke.io IREKECE . TEITE /S
Compute Engine Persistent Disk CSI Driver fig/&,

[]]

AR BHAIEGSRSBENATR , EEREANTER 5-10 554,

Warning ProvisioningFailed 18m (x14 over 39m) pd.csi.storage.gke.io_gke-5
cb9bddae4d1430eb8ad-01f4-2084-vm_4b4e70bd-e2db-4779-9102-fee83a657ced fai
led to provision volume with StorageClass "standard": error generating ac
cessibility requirements: no available topology found

Normal ExternalProvisioning 4m35s (x143 over 39m) persistentvolume-contro
ller waiting for a volume to be created, either by external provisioner
"pd.csi.storage.gke.io" or manually created by system administrator
Normal Provisioning 3m19s (x18 over 39m) pd.csi.storage.gke.io_gke-5ch9bd
dae4d1430eb8ad-01f4-2084-vm_4b4e70bd-e2db-4779-9102-fee83a657ced External

provisioner is provisioning volume for claim "acp-gke-test/standard"
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Q Alauda Container Platform

PURCIEES S

FANEHNMEEE KRS NERER

B RE b 2 IR RIS KR
W52 S 4 IR RE M M

EEARLE


http://localhost:4173/container_platform/zh/

SNERHNMKECE - Alauda Container Platform

Q Alauda Container Platform Q

FAERHMRACE

B=x

sk
HIIR AT
ASNEHRIEREE

=

FEERIAZH , (MRUERENEBEYE |, B global S£R AT UARIS AER. £HSNE , AR
SNERBEBIEE Viln) global S8 , SKHIN@ER , FEASMNIMNSEECE , MRIEFATiREA
HHIER 51T,

AR 51

BIRATAERIF SNSRI UIRIANEAE | IR a0 1P Hutt & XY A SOES.
EE
o AWHENFSFEVIAHIEARRE].

o WHRABANIRA (HTTPS igH , SFaiaiitis AAR) EBHLIRESE global &#
IBTEZHIT R,


http://localhost:4173/container_platform/zh/

SNEBMEECE - Alauda Container Platform

BRI , AMREENMEEXEAMEBIEENRTE , SASAERRNEHREE.
1. ZEZE M S A4 ST Cluster Management > Clusters,

2. mif global,

3. |7 Operations > CLI Tools , 3{# AT a4 Eimtxs

kubectl annotate --overwrite -n cpaas-system clusters.cluster.x-k8s.io
<imported cluster name> \

cpaas.io/platform-url=<#&IFEi%HHt, FlZ0 : https://www.domain.c

n>

IRBIAHS

kubectl annotate --overwrite -n cpaas-system clusters.cluster.x-k8s.1io
cluster-imported \

cpaas.io/platform-url=https://www.domain.cn
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Q Alauda Container Platform Q

ITRERSF NERHER 7

B=x

[ et
[iE7=:Ses
REERER
HRENER Y token
KA S N\ EEE API server #ihiEFN CAIEH

| L ik

HREUEZSAEHTENEE | MEFAmEB RN RMERXERN ., A NRAKNIAE
SRR,

AU 561

o —/NAJHK kubectl MR, T AB=ER | MIUENF AR CloudShell, 1R
7&7% CloudShell , #iX{FF Linux 2 macOS,

o OIS ANEEH KubeConfig XHFHEHIF|ZET kubectl IR, MBGIRIEHR
R, sRmIGENE AL IEE A Az —

o BMAI : I AE kubeconfig HMHEILEL{AIE : cp "${HOME}/.kube/config"
"${HOME}/.kube/config.backup"


http://localhost:4173/container_platform/zh/

FHRSNER{ZE - Alauda Container Platform

e fEE AT : IXRE KUBECONFIG MRAEFEME S AM kubeconfig : export

KUBECONFIG="/path/to/imported/kubeconfig"

o A7 £ kubectl & FH/RFATIRE , BEARKIA LT :

1. export KUBECONFIG="/path/to/imported/kubeconfig:${HOME}/.kube/config"
2. kubectl config view --flatten > "${HOME}/.kube/merged.kubeconfig"

3. export KUBECONFIG="${HOME}/.kube/merged.kubeconfig"

REVEERHE R

IRHEEBE token

1. PITA T 64
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kubectl get ns cpaas-system > /dev/null 2>&1 || kubectl create namespac
e cpaas-system

kubectl create serviceaccount k8sadmin -n cpaas-system

kubectl create clusterrolebinding k8sadmin --clusterrole=cluster-admin

--serviceaccount=cpaas-system:k8sadmin

cat | kubectl apply -f - <<EOF
apiVersion: vi1i
kind: Secret
metadata:

name: k8sadmin

namespace: cpaas-system

annotations:

kubernetes.io/service-account.name: "k8sadmin"

type: kubernetes.io/service-account-token
EOF

kubectl -n cpaas-system describe secret \

$(kubectl -n cpaas-system get secret | (grep k8sadmin || echo "$_")
| awk '"{print $1}') \
| grep -F 'token:' | awk '{print $2}'
| warnING

FREQRET —MEHEERTIE , BXEIERITAR KA.

o MTJRE , AEfERAR/IIRA RBAC | [REEMFERIFCEA.
o BEXERXL token ; RNE{ERIRE R IR AREH.
o PR&HPERTRUEEL cpaas-system #&TIAIFH] secret ST,

2. U2 _E—H3REUE token 7R41.,
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[root@ ~]# kubectl create serviceaccount k8sadmin -n kube-system
serviceaccount/k8sadmin created
[root@) ~]# kubectl create clusterrolebinding k8sadmin --clusterrole=cluster-admin --serviceaccount=kube-system:k8sadmin

[root@ ~]# cat > /root/k8sadmin.yaml <<EOF

> apiVersion: v1

> kind: Secret

> metadata:

> name: k8sadmin

> namespace: kube-system

> annotations:

> kubernetes.io/service-account.name: "k8sadmin"

> type: kubernetes.io/service-account-token

> EOF

[root@ ~]# kubectl apply -f /root/k8sadmin.yaml

secret/k8sadmin created

[rootg@) ~]# kubectl -n kube-system describe secret $(kubectl -n kube-system get secret | (grep k8sadmin || echo "$_") | awk '{print $13}') | grep token: | awk '{print $2}'
eyJhbGei0iJSUzITNiIsImtpZCI6IkxCNkM4ZBdpV2Nbelllb1FFRmV6c3UyREBTMZRnU181LUVGZm4BMDI4SG81fQ. eyJpc3Mi0iJrdWI1cmbldGVzL3N1enZpY2VhY2NvdW58Iiwia3ViZXJuZXR1cybpby9zZXJ2aWN1YWNjb3VudCIuYW11c3BhY2Ui0iJrdWJ1Ly
XN5c3R1bSIsImt1YmVybmVBZXMuaW8vc2VydmljZWF jY291bnQvc2VjemVBLm5hbWUi0iJrOHNhZG1pbiIsImt1YmVybmVBZXMuaW8ve2VydmljZWF jY291bnQvc2Vydml jZS1hY2NvdW56Lm5hbWUi0iJrOHNhZG1pbiIsImt1YmVybmVOZXMuaW8vc2VydmljZWF jY|
291bnQvc2VydmljZS1hY2NvdW58LnVpZCI6I jYxNDMSZWF 1L TcwNGUENDIZMy1hZTBkLWUyMTgwNTM2ZDgB0SIsInN1YiI6InNSc3R1bTpzZXJ2aWN1YWNjb3VudDprdWJ1LXNSc3R1bTprOHNhZG1pbil9. HB1X9cLjyKemjT9NpB6Koil V8aLhCwYWTBUC8NEDr9aN
kB-_sz501AMgWYJB6cxJfmsGOL2iVP87RP21aergnJafew4H6CWoUhk2WHGLs jzIp2hc3cWr84HQy TSWVXJtzL Tné8jbBpv63Nk1ISRUEp-Uf2BqbafOyNT5PZK4TpG2JYGMyalgMmvxsNyPdbBzm9izt TvzEqcA2QpLyoWzhAeG5fpa_sBjLek8brypZHNTp-6G814]
UnEyDv-ipgt8IpRXHHGre TtVGBTT8edQW6UIESCAiRWV2zeIVACC409qkKaw_j6YUNRT4dwN81gL GskHBOrn11pInZBLEFVAA

. Kk token 3 HAAS(A],

E FRAEATSCIFARAT JWT token T AT token , MAFITHABSIE],  ANRAFHTEE R RETK
BIIHITE (BE exp” M8, NTEFR) | MFaEINEZ B TTEEES AL,
BEBHE R IEIREFF IR RIS

HIAJWT Token:

i e L L IS S R A P D e L b s L

NDcOODM30Swic3Viljoic3lzdGVtOnNIlcnZpY2VhY2NvdW500mRIZmF1bHQ6Y2xzL WFjY2VzcyJ9.k17-
f7K6w4VrgNve1lOLmejXEqb_uaj6p5rOUI6oHYFQv3t3hoCCnPzE7qWfNGv39j9A95hdTYJklAohktz-
Rnkl7qlr7Acll73nsMyYUJ66x2ZTqQxIIBiwOr1_5dO0JHsgANb1SQ36vv8IrtXefkBgn_OQLErz9eUzS6WGNqRvWM04418y
T8iI6N9rG1IRCWQgN7qg-
HBhxhWeafKIZtrCEzYj911Ubj630y1nzhWDyfglgFqN2EBSCQqH2fDJOHDuZkfAtpo4Qt3B47Q- @

34KIGEISdXTgkybaadOCRou7VogiVPgRRWRVWVICLHLLFTFiyasksz8jVP46c-BSHACZo_g
4

JWTHREE T
n & » ®K/alg:
jwt & & &/Issuer:

Z & B8]/ Issued At:

id BART (B Expiration:

U —7 /Audience:

HEm[EAF / Subject:

TIP
T HARTRIAE RS IWT TREHICRA "exp": 1684486916, , X{EHA UNIX Bf[EIE , wJHk# A UTC
Bf (8],
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SERURTBIE (EHIRAUR)

kubectl delete clusterrolebinding k8sadmin
kubectl -n cpaas-system delete secret k8sadmin

kubectl -n cpaas-system delete serviceaccount k8sadmin

LS \E B API server #13HF1 CAMES

l TIP

MEECEIFESNEHTNEMR Parse KubeConfig File IHREFRERT API server #itibF1 CAIE
B, Tpk AR,

1. PITA T 64

kubectl --kubeconfig "${KUBECONFIG:-${HOME}/.kube/config}" config view
--show-managed-fields=false --flatten --raw -ojsonpath='{$.clusters..cl
uster.server}'

addr_apiserver='<Selected API server address>'

kubectl --kubeconfig "${KUBECONFIG:-${HOME}/.kube/config}" config view
--show-managed-fields=false --flatten --raw \
-ojsonpath="{$.clusters[?(@.cluster.server == '${addr_apiserve
r}')].cluster.certificate-authority-data}" \
| { base64 -d 2>/dev/null || base64 -D; }
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Q Alauda Container Platform Q

MAEEARENGRGEBE ?

B=x

(AR
ALEEEATERNEGRCE
Docker 1z1THT

Containerd 1=47H87

| L ik

FEAHSEGNEGCETARERRM HTTPS RS , BEIEAAAHTIEPMAN M LK
BHTLS R, MREEELEE  BIREUTSRECEECN A HIETH,

FLEEEAR2NRGREEF

BB SRR B SEITR MR, A4/ a Docker 1 Containerd,

Docker 1=z170F

Nis

I
1L AESAEHOENT R EPUTRUTRE

o % Docker FLE 4.


http://localhost:4173/container_platform/zh/

(EEARR LS B - Alauda Container Platform

mkdir -p '/var/backup-docker-confs/'
if ' [ -f /etc/docker/daemon.json ]; then

echo 'Docker BLEXIKE|, EHE Docker BRIEMRE. MBNTTIEMRED,
R RBASH.

exit 1
else

cp /etc/docker/daemon.json "/var/backup-docker-confs/daemon.json_
$(date -u +%F_%R)"
fi

o YgiE /etc/docker/daemon.json ,

HyR1FAE insecure-registries ¥, FARMZATHRBREGCEBIE. ZEZI 6
FE | %30 -

"insecure-registries": [
"<registry-address>",
"192.168.134.43"

1

"registry-mirrors": ["https://6telrz18.mirror.aliyuncs.com"],

"log-opts": {

"max-size": "100m",
"max-file": "2"

3

"live-restore": true,

"metrics-addr": "0.0.0.0:9323",

"experimental": true,

"storage-driver": "overlay2"

2. (W[3E) {EM jg BIF Docker BLEIETE.

TIP

MfRERI jg . B30 : yum install jq -y .
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jq . < /etc/docker/daemon. json

3. EFET = _EE 3 Docker,

systemctl daemon-reload

systemctl restart docker

Containerd 1z17H7

EE

s TAREFARGNTR (BFEFMARNTR) #HOMECEFHESS Containerd.,
» Containerd v1.4/v1.5 5 v1.6 RIECEMBARE , ERIEEMARAEFAEN DIR,
1 ESAERNIENT R EPITUTRE |

o BHECEXM

mkdir -p '/var/backup-containerd-confs/'
if ' [ -f /etc/containerd/config.toml ]; then

echo 'Containerd BCEXXF., KA containerd EHEMETE, MERMNDITE
fiRiR[a)d, EEEABAR R .
exit 1

else

cp /etc/containerd/config.toml /var/backup-containerd-confs/confi
g.toml_$(date +%F_%T)
fi

o %HX Containerd 1z TAhRA

ctr --version | grep -Eo 'v[0-9]+\.[0-9]+\.[0-9]+'

Containerd v1.4 v1.5 N L2 A ERE

2. B NERHNEN T R EBATUUTRIE -
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o Y4 /etc/containerd/config.toml

[plugins."io.containerd.grpc.vl.cri".registry]
[plugins."io.containerd.grpc.vl.cri".registry.mirrors]

[plugins."io.containerd.grpc.vl.cri".registry.mirrors.

try-address>"]

"<regis

endpoint = ["https://<registry-address>", "http://<regist

ry-address>"]

[plugins."io.containerd.grpc.vl.cri".registry.mirrors.

8.134.43"]

endpoint = ["https://192.168.134.43", "http://192.

4.43"]
[plugins."io.containerd.grpc.vl.cri".registry.configs]

[plugins."io.containerd.grpc.vl.cri".registry.configs.

try-address>".tls]
insecure_skip_verify = true

[plugins."io.containerd.grpc.vl.cri".registry.configs.

8.134.43".tls]
insecure_skip_verify = true

o 3 Containerd,

systemctl daemon-reload && systemctl restart containerd

Containerd v1.6 A &2 A EAE
2. B ANEHNENT R EBITUTERE -

o« WARETEAEFE config_path ,

"192.16

168.13

"<regis

"192.16
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if ! grep -gF 'config_path' /etc/containerd/config.toml; then
if grep -qE '\[plugins."io.containerd.grpc.vl.cri".registry.(mirr
ors|configs)(\.|\])' /etc/containerd/config.toml; then
echo 'iFiRME“Containerd v1.4 v1.5 ALL&CEEE"FHDHERRME,
else
cat >> /etc/containerd/config.toml << 'EOF'
[plugins."io.containerd.grpc.vl.cri".registry]
config_path = "/etc/containerd/certs.d/"
EOF
fi
fi

config_path_var=$(grep -F '/etc/containerd/certs.d' /etc/containerd/c
onfig.toml)
if [ -z "$config_path_var" ]; then
echo 'ELEI 4 config_path KI{ERFE, BHKRE !
exit 1
fi

o AU hosts.toml 3.

R _E—BHE T EIR IR Containerd v1.4 v1.5 AR &CERE FTHRIRIRE. 7, 15S
0, Containerd v1.4 v1.5 N&LL 4 ERE,

REGISTRY='<registry address obtained in the "Get the registry addres

s" section>'

mkdir -p "/etc/containerd/certs.d/$REGISTRY/"
cat > "/etc/containerd/certs.d/$REGISTRY/hosts.toml" << EOF
server = "$REGISTRY"
[host."http://$REGISTRY"]
capabilities = ["pull", "resolve", "push"]
skip_verify = true
[host."https://$REGISTRY"]
capabilities = ["pull", "resolve", "push"]
skip_verify = true
EOF

o 3 Containerd,
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systemctl daemon-reload && systemctl restart containerd
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Q Alauda Container Platform Q

M B E X an & R R E NS R

B=x

sk
BAEDIR

=

WS ERF , FELTEARGERAILE eth.*|en. * |wl.* |ww.* ZFEXHEM-RLFR,
STRAFPFEEXKMNREHR , MITREITTEAEEMERENIE. At , FAIFFHERERTIR
S, FXREMTRELBIE.

ou BX
ERELS IR
1. %5 global RIS A | R kubect YT T4

2. &85, 7£ global &£ &P EHITNVIVF- &R moduleinfo FIRZFK

kubectl get moduleinfo | grep -E 'prometheus|victoriametrics'

B


http://localhost:4173/container_platform/zh/
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global-6448ef7f7e5e3924c1629fad826372e7 global prometheus
prometheus Running v3.15.0-2z2231204040711-9d
1fc12474c2 v3.15.0-2z231204040711-9d1fc12474c2 v3.15.0-2z22312040407
11-9d1fcl12474c2

ovn-0954f21f0359720e8c115804376b3e7e ovn prometheus
prometheus Running v3.15.0-2z2231204040711-9d
1fc12474c2 v3.15.0-22z231204040711-9d1fc12474c2 v3.15.0-222312040407
11-9d1fcl12474c2

3. YtEMV S E TNV K moduleinfo &R |, ¥ ovn-0954f21f0359720e8c115804376b3e7e ¥
ek E—HFhEFRHL S-SR moduleinfo TIRZFR :

kubectl edit moduleinfo ovn-0954f21f0359720e8c115804376b3e7e

4. 0 valuesOverride FEL , FRIEFRE EBUFE L ENFRZER :

spec:
valuesOverride: # MR ZXFEAFE, FEHI valuesOverride FERRPLTS¥E!
spec B

ait/chart-cpaas-monitor:
ovn: # B AWEERLIR
indicator:
networkDevice: eth.*|em.*|en.*|wl.* |ww.*|[A-Z].*1i|custom_inte

rface # ¥ custom_interface H¥tIBETEXHNIENFRER, MHRIEMILENRSZFR

5. %4F 10 245 , RET [T REKMEHAKER | BIABKER.
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BIE AN RS

B=x

| AnRse

TREK
REINE
Bk global SHERSWFER
HHREE

BUIIRME IR
EAXER
TRXE
T RS

B JRiRfE
BEUEHE
KEXTE

AU 51

TREK
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http://localhost:4173/container_platform/zh/
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LRSI TET BEMEE , EHRT RALSSHNEM SRR , BT R
ES[i7SARSIVEES AP Sy =R

2. WIET RURMEARGNINZ B AR | WHIHES NSTFHRIREARZMNZ,
3. MR TRI AMARE , BARERESET ot > Taka.

4. IRT RALER 1P TTEBEE SSH BEIlA) , FEAT miefit SOCKSS R , global &H
RIS % AIEIRF VIR .

TREES

AFHRR | ERHEHITE T A BECERURES TR, ETUR S B
1% | FURR B VIP" | ZOTEIE haproxy + keepalived STHUEASBISH. HEH(ERITE
B BT ;

o MRERM : A RBINEMEREM TR REE.,
o SREHEMR : MRAPE keepalived , FLEFRTJRESEERATH , HIEHNATED
SR

EABBRHREN IS, AP REE=58 VIP /EA"IP Mk /35842725 ; anREHRATE!
REINEE VIP EE |, AERSEREAS R, TR

o MFIERMUEMBE R REZERTEEHFET RFIREA 6443 | 11780 M
11781 ,

o MREMNBE—MEHIFETR , BEMXTR IP AP ik /3854753, WITTEREH
BT RERY RASTRAZTRER  BXAEERT Q&R HAENES.

EREE VIP'E , R

1. AT A¥ VRID
2. 37#F VRRP YRXEEH ML
3. T fEHIFE T RS VIP AR TRER—FM , B VIP AMESEAT R 1P HE.

EHE global SRS\ EER

FAER global ERSVEFEHZATEAR. BRER—M% , FE -


http://localhost:4173/container_platform/zh/install/prepare/download.html#download_core_package
http://localhost:4173/container_platform/zh/install/prepare/node_preprocessing.html#supported_os_and_kernels
http://localhost:4173/container_platform/zh/install/prepare/node_preprocessing.html#node_checks
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1. K EBHE A SNIRR]" , IR global SEREANARMYSERE, MKESR{FIE global
AAR A EH I T aigd 6443 | 11780 A 11781 ,

2.5 global SERRMMVEERRARIAERSMENE, BIEMV S EREET |, Kzt DA
cpaas.io/platform-url FIXFRZM global AILijfatbibfEAERME LR THE.

RGBE

RGBT FANE. RECENMAKCE=FEM.

o FANE : FH global HEEHRMENEGREE. FEIUAAN global ,BFSIANE
B FEAR NS NERHbE ,

s ACE  FHLEENGGOE. HEMEEGENLE CENEEERE | BEHATAX
.

o NHAE  FRFEAKEGEE. ERIERRENLALCETE.

ZITXMER Kube-OVN K] Underlay 2=, , 155 %% Kube-OVN Underlay #178 f4%

BIZRIEDIR

LN EER A, RirZEMSAAER SRR
2. i BIERSREE.

3. RBUT AR ERAER, FAEME, TRRENY RS,

EHAEE

e WA

Kubernetes hjx
A FIAANEIRAS AT TGN, | (RIS EERRAN.


http://localhost:4173/container_platform/zh/configure/networking/how_to/kubeovn_underlay_py.html

DA E ¥ - Alauda Container Platform

T SRR RIS RAEDNREM .

ZRATRML containerd fE AR Z5E1THT .

BEnafTht
ZmiFER Docker YEARZNZITHS |, 155 WEFR 1T,
THE=MER : IPv4 Bk, IPv6 ik, IPv4/IPv6 XAk,
& BERER HY
AR  AEENEAR , SHAMET RIEMECE IPV6 it ; MEINGRE
JEARA[EH,
IP Motk / E4  IAETLHERNIES , ZIOEL AT VIP,
B VIP : BRAKM. {4k LoadBalancer B , BRERERERF
& BHA R 2 B3NERE keepalived STHUARHFRZINME.

shEplE) ¢ HEBS global HEHMALER—MEMIREN | HENEHHERN
SMERRTRMALE

B A5 ML
Kube-OVN

Kube-OVN £H Alauda FFA R R = R4 Kubernetes B2 M mHER S, X%
OpenStack 4TSI LEEES13| N\ Kubernetes , TIFE ML SR (L4514 5ok S E A
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WE R, MBEEREEGR , RN AIZIEF Kubernetes BRI LM ., SIRMERFM

s,
BEo

S AR
<M M#RA Cluster CIDR , TRRENAFRIEL, SEREAVE BOTARINERSM-R,

Overlay : ETERERHEIMZR K EIARLE , R BYBEMLE RIR. 4/% Overlay ZHAF

MBS, &EB¥NFTE Overlay M {E FARRIAEERE NIC F177= NIC BCE,

Underlay : {K¥WIEMERZHNER AT , 7T EHEA Pod HECHPRMLEIE , fRUESE

SFEIMERERIME LK IETEME, Underlay FRIFT RAMRA R Z MK, HATHEMNE

AR A% AT Underlay , RBEAZHEAMIRE (40 SSH) . 41 Underlay ZKAF
) KRB, S 8¥ NIC SKERANTHERZR ABAR K |, 15 R NIC AL R KT |-
K =

o BRARSE : MFERRLR R SSHAE |, BD Cluster CIDR BRIl (WRAE Cluster
CIDR HHESEREIR) .
« VLAN ID : BIARISMFRRATT (VLANS) | 620 o .

o RE IP: WEARSWBNDECHKRE P, 20FMANSHHARES A 1P,

i
Jj: fR Kubernetes %514 ClusterlP (R4 FIRG IP MRl Ra SIAFFEEER.
Join Overlay {F#itR\ T , T RS Pod Z [AE{EEAK 1P M. ANeISZ0AF MR
CIDR % CIDR E&,

Calico

Calico E—M=EME AR , AR RALT LML ERE.

2% WiEA
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BOAFH HRA Cluster CIDR , ZRANENATMIB. SEHAIZ R A ARINERSM-K,

R% Kubernetes Z£5Y2% ClusterlP KRS IP #IlbSTE. A SE0AFMEEE
CIDR B
Flannel

Flannel A% BN BRI BFMNERE , FAETREIN LGN B R AE 2SR HE—
FIEEFIA IP 3tk Pod FRIARIEERIASINAEBT R , BT R LM Pod ANECAXT R
AIELRERER 1P itk , IR A A SFEIBERER , THERE 1P FR[AE.

28 iEA

SR EFIAIR Pod (£ IP AR, SHFRELRZMNE TSI TRAS
ficss Pod HIERK IP #E.

S . " s e N N
CIDR AR FASRELRRE BT EER T RMRKER AT R, HERMAE 12
N7
BE SRS SHMERTTEY , FEIEAKIMLE,
RS Kubernetes 25824 ClusterlP FIRS{E AR IP TR, A58 &FMIuEE
CIDR B
BEX

SRR MM IR, EREEE RN, SRARATNE , BRI FHRAR M.
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WA

EHEFEBIZE Pod FRMK IP AT

Kubernetes 258454 ClusterlP HIAR$-ERK IP #IEERE, A58 FMSuEE

iEA

SRR IR CHE ARBEENMEEORE LR,

M=z,
TE

* 1 Kube-OVN EGATFRIE Underlay &4tz , WRTEEMREFR , AMFH%

TEARHEIIER EGAR R .
- FABIAKLIELHREM eth. jen. |wl. (ww. HRIFKIRE., EEREMH RN

MK, BSMNEE X4 MR REMEEIE , BRAXRTIR , WiRFERELEME
EMRIRE.

AERERT R IP RENBIEAFE LT R,

TR EEENEEATRERE  MREHTHIA T RENEME—.

AT REEN , INERPREZEFNTRER. L TARIT RSB0,


http://localhost:4173/container_platform/zh/observability/monitor/how_to/special_network_card_name.html
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% #F Prometheus # VictoriaMetrics,

1%F% VictoriaMetrics S50 ¢4ER |, HHECE IRE A .

- 02 VictoriaMetrics : H}E A MHH , B1%F VMStorage, VMAlert, VMAgent
%0

- 8% VictoriaMetrics Agent : {{HE HEX S VMAgent, HEE AR H XL
A EEEM VictoriaMetrics SKB1| , HERHRHIITIRS .

WM EERTITAMNT R, SFFEFRFIE N ATE T RAUEHIFE T R

MG NAERMERE , BWMTEFTET R, SREEEIE , FHEEDA Tt
AR AEATIET REBE .

Wi

FEISFETT A - fatia{T kube-apiserver, kube-scheduler, kube-controller-
manager, etcd, BEMEZRINFEEEEAH., BA AFBENA &, 5 FET
S AEITE T R (ER.

TR « REUREERTIETHLS Pod,

TR IPvA i, ARRACZKEFIASE T RN A IP.
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FEVFRB
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SRS IPvA/IPVe AT B , T M IPv6 ik,

Y N RIEUNERITFET RAY , EBAFEXIESFET REE LS NA  BE
AW S5HEX Pod EIRZTI A

TRKBRER.

VIR R SSH ARSI AIESRH) 1P 3k,

FHAEE ssh <AP>e<Tm Ipv4 dbik> R, MSHETARNE ; SRR
REIRM 1P Bk NAT SN 1P, iR global SHEARAEREETX IPIEETR.

WMATRERKOMEER. MREEERMERNT (NERHE , RXER)

Kube-OVN Underlay : 775 NIC > &8 NIC

Kube-OVN Overlay : 35 & NIC > &3 NIC > 55 S BHAR X R H NIC

Calico : &3 NIC > T ZHAMEXT N NIC

Flannel : £8% NIC > T R ERAREEIXT R NIC
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D BB E M A IR AL E |, (NFEAEHR Underlay FRIEEEBER NN ma b

TE
"] .
RERAR
FERLE
WEREARRMATERLE , EAREEAFERMEEANE , o aMELE T A<,
SSH
" SSH fE%isAS , a0 22 .
¥im[
SSH SSH A% , FARE root RRKA | Hl40 t
, /2 roo , root .
P4, "
EABEIAREV AT RN SSHiIFH., % global SHEHIABEFEET SSH RIFARIN
TE (A0 global &EHEWEEMARER—FR , TR IPA global EMIEAER
VIR IP) B, SR RHEENREAXS . RERER , TTETARIEN,
[RIFIEETT .
EE - BEM{YSHF SOCKSS fR1H,
el
Vilaiht : ARIRRRS St |, IR0 192.168.1.1:1080
BrR%  heIERS 2N A 4.
WAL ¢ VMR AR S5 2SN TEAD,
SSH

N BRI REAEAREXRIAEESE | AT


http://localhost:4173/container_platform/zh/configure/networking/functions/configure_subnet.html#kube-ovn_underlay_bridge_network

DA E ¥ - Alauda Container Platform

AL IR A root BRI P4 R XTIV SSH AL,
W4 TRUAS root BURK FLEA K FLEREERD,

o L BUSHEAERC B BB RF AT I XA R 3TEIE.

RIFE ERBFOREHTEMERNT | ISR NERRE TR SXNEE | B R
7 HERSRLE IR,

aild

EE  ME R RE — R RN EREE.

o FRMARCESN , FRWEEY REW , MRECEFTRESBEMATH , BERARETTEE
C

o HWAK Key SEAS ¥ Key BEE , WERZNALE.
BAEDTR

1. Rl ¥ RS BRIV REWECEXE., "ERENTERY RS2 :

¥ Wt
dockerExtraArgs , Docker BIEIAMICE S , BB A

Docker £%& /etc/sysconfig/docker , AEINEH., ZIEY daemon.json ALE

Docker , FLAREXTEAECE.

Kubelet %
kubeletExtraArgs , Kubelet BZRSMICE S5,



Controller

Manager %

Scheduler &
m

APIServer &
w

APIServer
URL

SRR
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EE UM\ BRMER TR IPHE 3BT , RELETERBUAK
Kubelet %1 , ##5 max-pods , {EA TR IP#E A BTREEHFI—T
AT K Pod 8, AELERERBE R,

7E Kubelet 28 BIHFIE max-pods: HATIEIT Pod e SHENE | K&
FIOAME., AHEEIERE , BEENERBAE (TR IPE) SR BT
256 HIE.

controllerManagerExtraArgs , Controller Manager (ERSMICE S%K.

schedulerExtraArgs , Scheduler BZRSMNICE S,

apiServerExtraArgs , APIServer [RIEISMICE S%4.

publicAlternativeNames , WEFRFINAE APIServer ijfajitidt. {NAMEE
IP 8B4 , &K 253 FH,

SEEMREE | DBHEX TERARMCER B TTIIRAHE , At FadasulksA
BARERE.

4. R B, WERKIREISERSIR , RSN AT,

CUFEIEE S (S
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BHRUEHAE
FEEHYRNE , TERCARERTIR, 4T A@EF RENER , TEEPITHE.
BRAEDIR
1. REEFEREAMK NER EERITHE.
2. BHAPATHEINEIES |, ATEEEFHITHE (status.conditions) .

PR - YEERATHITHREMETEREN , BRAREENNRR (EeXF) L,

AERRRFMEE (status.conditions.reason) .
KEXTE

SR , T B SRR EARMERE .
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0 Alauda Container Platform Q

SR R

£ 5B Kubernetes TR B node-role.kubernetes.io/<role> AT RN BECAE
KA., ATETHR KT A IR,

BOAMBAT , RREAIMMIEINT R 6 FET RMTETR , 2ARTASEH L
YETRER AN A TAETAER,

LR

o BHIFATRHAAAIE node-role.kubernetes.io/control-plane .

E
£ Kubernetes v1.24 2z Hj , XMW {FHEMREE node-role.kubernetes.io/master 3E#R
WCIEHTFEAT R, ARAIBRA , XA SRR AT BT m A PR,

o THETRENEEAEHRE , EFRITUREFEEI A THET RO BCH BIRE node-

role.kubernetes.io/worker ,

R T LA A @RS, RICFTMET N R EE LB E XA AR |, Et—2 R HL
MAREIZIRESEL., Hi4n

o RATPARINABIRE node-role.kubernetes.io/infra , ¥ D EIEEA iInfraT =, BT
ARE AR LR

o {RAIPUARINABEIRE node-role.kubernetes.io/log , BTN RIEEH log TR , EI1HT
AEBEAM.

AR HRINALR infra TRAMBEXAET R , I LERRIBIIXLET /AL,

B=x


http://localhost:4173/container_platform/zh/
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EIEARTAER EAIE Infra TR
RN Infra 7 B
IR L AT RBIRAR Infra £ BAREE
IR 2 AT REFARMIER
IR 3 1 WIS T R
# Pod X% Infra 17 1
B T R ALk
E N BE AT RK—RRDR
HIR 1 FIEE XA ERE
IR 2 RIS RIS R
IR 3 WUFACE
B RIRERTREAGHT R
T2 1 : %N Log A AR
IR 2 1 AT RIS R

PR 3 WUEAREMT5 R

\|

\|

AT SR AU Infra T

BOMELT , SR NEEHFET RAMTETR. WRFAABELE TN RIEENTHE
EatiR At infra TR, FRFNAXLTY AR INAEN E‘]ﬁﬁﬂ%*@ﬁ/’i‘f\

E

ATERE(CERTIEARTZER, AU TRERAIFESER (Hl20Bd Alauda
Container Platform EKS Provider S£BHHHEEIEM EKSFEEER) . F=A&EHET R
FRAARTRE ARG ER EPUT

A0 Infra o 5y,

FIR 1 AT REIEARM Infra B EARE

N
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kubectl label nodes 192.168.143.133 node-role.kubernetes.io/infra="" --ov

erwrite

Zan4 AT & 192.168.143.133 5/l infra A @AREE : node-role.kubernetes.io/infra:
", FRONIAT A infra TR

NS R AR LIE A TESRBOAE R infra 17 .

kubectl taint nodes 192.168.143.133 node-role.kubernetes.io/infra=reserve
d:NoSchedule

ZE5 AT A 192.168.143.133 FRAINIS A node-
role.kubernetes.io/infra=reserved:NoSchedule , RRRBRLILTEHNN BABEEEZ

BT R

IR 3 EARR RIS A

KETNREACHNHE infra f BIFENTTR

Name: 192.168.143.133

Roles: infra

Labels: node-role.kubernetes.io/infra=""

Taints: node-role.kubernetes.io/infra=reserved:NoSchedule

it FRAATT . 192.168.143.133 2 #ACE A infra g , FFHAI/5m node-

role.kubernetes.io/infra=reserved:NoSchedule .

¥ Pod 13743 Infra T &,

WRFFEEAFE Pod AER infra Tl , FEHITUTECE :
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o {#FH nodeSelector F5[[] infra A IR,

o ILEX VKB ZITR (tolerations) MAZ infra 17 mMi5 .

TEE—MLE J54T1E infra 55 S _Ef Deployment JRBI55 4.,

apiVersion: apps/vi
kind: Pod
metadata:
name: infra-pod-demo
namespace: default

spec:

nodeSelector:
node-role.kubernetes.io/infra: ""

tolerations:

- effect: NoSchedule
key: node-role.kubernetes.io/infra
value: reserved

operator: Equal

nodeSelector #fi{F Pod (iR EZH B HRE node-role.kubernetes.io/infra: "" TS,
BRIARECE A Pod RZJ5m node-

role.kubernetes.io/infra=reserved:NoSchedule .
BT XLERCE |, Pod ¥ #0AEE! infra TR
EE

18T OLM Operators SR EHHHZEEM Pod A—FEae T3 infra T A , EBXFEHITHEUR
T4 Operator S EFHHHNACE.

B E X RALKY

[(RT infra T4t , #RATREEF R LT s ARME MM | SIINAZKBEANT. FiER
SFakimiT .,

FATNELT N TN RAECEZ BENARKRERNVTR , BHEZABENAETR.
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EXBEXNABET R —RSIER
ARSI infra T A2,

IR 1 RIE E XA AR

kubectl label nodes <node> node-role.kubernetes.io/<role>="" --overwrite

¥ <role> FH# RHIEBHI A AL FR , 20 monitoring, storage B log.

HIR 2 0 IR N5 R

kubectl taint nodes <node> node-role.kubernetes.io/<role>=<value>:NoSched
ule

¥ <role> BB TEXBRLEFR , <value> B ANEE XKIHARST , 20 reserved 2k
dedicated, Z{E AP , (BEBTSCRYFNEMTRE .

FIE 3 WIUFACE

kubectl describe node <node>

HyfR Labels # Taints FE X MIRHE E XA BACE.
T~ SEERTHEAHNT &
MRIRAEQE LR TREBEAMHRNT R , TR log A€, B{ERENT.

IR 1 0 Log AR

kubectl label nodes 192.168.143.133 node-role.kubernetes.io/log="" --over

write

GHREETRINAT RITEE AT BEMAXTIERER.
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SR 2 1 AT RN R

kubectl taint nodes 192.168.143.133 node-role.kubernetes.io/log=reserved:
NoSchedule

KT RPIERB LS R TAEREFERNAT R

I\VW\O

IR 3 1 BUEARE TR

Name: 192.168.143.133
Roles: log
Labels:

node-role.kubernetes.io/log=reserved

Taints: node-role.kubernetes.io/log=reserved:NoSchedule

AT REBNECENA log TR, FHHBHNHARENTR.

BT LR, AR URIET R TR B 85 Kubernetes T, fe FH TR RBRFRE M |
MR EAMGHENRESEN T R L.
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Q Alauda Container Platform Q

SKRTERE

MR E RSNk VPR ARIB T EHNEE]


http://localhost:4173/container_platform/zh/
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Q Alauda Container Platform Q

MRNEIEMERARINSME

B=x

R
SRR
SR

ALE & AR AN EE AL

LR

Y global &HEEHMFM Platform Built-in JEMFRET , TERBERIEE MFE B EMRK
TGRS . KEMRAUIRS T global &EFFHEM , VAT THEREERHNT R A
EIR

FEFUEAT  TERBERTRITUEERJE global SRHIEMRMI—HBIIN , X4
global EEUTRAEIEF O , MIERBERNT AR RIBAASHRF,

AFERF AN A & ECA AR ECE — MM RI R AL | DA T AE Bk RERERB AR
Bk,

TR

A AT , EHEFUTRSA


http://localhost:4173/container_platform/zh/
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o —ANL{EREERT R AT AVIRI KIS 2
o IMATEM A IP Akt

o IWAKBHSSLUED

TR

A=
[ ]
. BANRGT AR

o WBIRIEAK IPHBIAEBEIRNER AT global SHMIHEHIFETR

\fr

Ix

Ao &~ F & TE M R AUER AN AL

1LORBENBHERESZ] global SHAEEEHIFET

2. QIE—NEEBEZERR TLS 4

kubectl create secret tls registry-address.tls
name> -

-key=<key-filename> -n kube-system
N

-cert=<certificate-file

kubectl create secret tls registry-address.tls
custom.key -n kube-system

-cert=custom.crt --key=
FE  QIEBUEBE , 49 global £ 3 kube-system %54 Z5|8]F registry-address.tls %4/
KRB, BUEPREIHIZ T, 3

I BHIER,

3. 1£ global HHHEEITHIFETRLAEALMR :



RN EFEMRRINSMNERHAE - Alauda Container Platform




RN ETEMRRNSNGEHE - Alauda Container Platform

REGISTRY_DOMAIN_NAME=<www.registry.com> # & AL0]1[a) K54
cat << EOF | kubectl create -f -
apiVersion: networking.k8s.io/vi1
kind: Ingress
metadata:
annotations:
nginx.ingress.kubernetes.io/backend-protocol: HTTPS
name: registry-address
namespace: kube-system
labels:

service_name: registry

spec:
rules:
- host: $REGISTRY_DOMAIN_NAME
http:
paths:
- backend:
service:

name: registry
port:
number: 443
path: /v2/
pathType: ImplementationSpecific
- backend:
service:
name: registry
port:
number: 443
path: /v2/_catalog
pathType: ImplementationSpecific
- backend:
service:
name: registry
port:
number: 443
path: /v2/.+/tags/list
pathType: ImplementationSpecific
- backend:
service:
name: registry
port:
number: 443
path: /v2/.+/manifests/[A-Za-z0-9_+.-:]+
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pathType: ImplementationSpecific
- backend:
service:
name: registry
port:
number: 443
path: /v2/.+/blobls/[A-Za-z0-9-:]+
pathType: ImplementationSpecific
- backend:
service:
name: registry
port:
number: 443
path: /v2/.+/blobls/uploads/[A-Za-z0-9-:]+
pathType: ImplementationSpecific
- backend:
service:
name: registry
port:
number: 443
path: /auth/token
pathType: ImplementationSpecific

tls:
- secretName: registry-address.tls
hosts:
- $REGISTRY_DOMAIN_NAME
EOF

REIKIEN T ... created FRRADCIEBII.

4. WE R BFEEMRRS TR :

kubectl -n kube-system get svc | grep registry

WRZBFAFE , FEANTHSAETE -
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cat << EOF | kubectl create -f -
apiVersion: vi1i
kind: Service
metadata:
labels:
name: registry
service_name: registry
name: registry
namespace: kube-system

spec:
ports:

- protocol: TCP
port: 443
targetPort: 60080

selector:

component: registry
type: ClusterIP
EOF

5. i FsE A NEMERATEG G AR E -

crictl pull <registry-domain-name>/automation/gaimages:hellowor1ld

e

docker pull <registry-domain-name>/automation/gaimages:hellowor1ld
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Q Alauda Container Platform Q

B=x

HEA
HRIE TSR
Docker # Containerd f{X %I
HEHwe
HREER
REMSHLER
CNI MZ& bLA

7R

B2z {THHE Kubernetes M MAH |, T BIRE BN A 44 FHA,
ERITFERERN |, & PL%kFE Containerd 8% Docker {E ARz TIIZA 4.,

7FE : Kubernetes jR7 1.24 & A EAREEAXHF Docker 15170, B AHERNZI T E
Containerd, FNRZE{NFHFE R Docker 1IZ1THS , NIFEGIZ &R MR E ScAEDIREFT X B A

cri-docker , ZBEEHF Docker fEZEITINEAM. BXERTBEF REFAEE  BSI Ih
REFFRACE.

PR FE R


http://localhost:4173/container_platform/zh/configure/feature_toggles.html#feature_toggles
http://localhost:4173/container_platform/zh/configure/feature_toggles.html#feature_toggles
http://localhost:4173/container_platform/zh/
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1%#* Containerd 1%+ Docker

o FiERE R o X #F docker-in-docker
o H/DRAM o AFETHRL{FR docker build/push/save/load %4>
o FENFEE « ATAYE RS Docker API

THFER DT REIR

3% Docker Compose &% Docker Swarm

Docker ¥ Containerd KX 5

crictl stats

docker stats

BEHRm4
Containerd Docker R
crictl ps docker ps BERIEEETHRA R
crictl inspect docker inspect BERFFEMER
crictl logs docker logs BERZAE
crictl exec docker exec ERBFHIITHS
crictl attach docker attach (EpEIPES

BIRA R RIRMEREN

crictl create docker create BIEA
crictl start docker start SIS
crictl stop docker stop FIERE
crictl rm docker rm BIRERa
crictl images docker images BERGBIER
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Containerd Docker Y
crictl pull docker pull FER R
None docker push X%
crictl rmi docker rmi illlZRERES
crictl pods None #EE Pod 3K
crictl inspectp None #TE Pod HHE R
crictl runp None J23h Pod
crictl stopp docker images BEGG
ctr images Is None =1k Pod
crictl stopp docker load/save SNFHFES
ctr images import/export None =1t Pod
ctr images pull/push docker pull/push FEUHEIR B
ctr images tag docker tag MR
ARSER
« Docker ¥E4) Kubernetes Re5iz{TR BN TARXE :

kubelet > cri-dockerd > dockerd > containerd > runC

o Containerd £34 Kubernetes 25517 B TER X :

kubelet > cri #i{4 ({£ containerd ¥F25) > containerd > runC

Jagk . B4R dockerd RANT & &L, docker build 1 Docker API ZThfE , {BE]8E2 3|\ bug ,
FIE A RSEFR R — N ESNE. Containerd B B4ap AR , BFAOWEHE , ERNiEEH
FHIBFERDHT R TIR.
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HEMS ML

24

W m =

%

2

B D 28

B =

Docker

%4 Docker ¥E5 Kubernetes B2Hiz1TH , 28H
SH Docker f7A#7E
/var/1lib/docker/containers/$CONTAINERID
ZHxYP. Kubelet f£ /var/log/pods Fi
/var/log/containers EP'@UETEW@E?:ZLEPE
ax HAS A S k.

£ Docker BCECHFHIETE
"log-driver": "json-file",
"log-opts": {"max-size": "100m", "max-

file": "5"}

BHIEEEHERE "data-root” (BRIAZ
/var/lib/docker ) ,

CNI P2 bL A

Containerd

% Containerd ¥E5 Kubernetes 528
B1TH , B8 HER Kubelet F7#7E
/var/1log/pods/$CONTAINER_NAME
BxH , H7E
/var/log/containers HxF 4
EHam HEX R S K,

7774 1 1E kubelet Z¥HIETE :
--container-log-max-files=5
--container-log-max-

size="100M1"

/% 2 1 £ KubeletConfiguration &1

TERE :

"containerLogMaxSize":

"100Mi",

"containerLogMaxFiles": 5,

BIREFSHEE /var/log/pods F§
BRI A THE R,
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PbEE Docker Containerd

ali)es , WETE Containerd ) cri #ifk (1£
cri-dockerd .

CNI containerd 1.1 Z J&)

Containerd ECE L (toml)

[plugins.cri.cni]

anqarfc cri-dockerd % --cni-conf-dir
& CNI -cni-bin-dir --cni-cache-dir bin_dir = "/opt/cni/bin"

conf_dir = "/etc/cni/net.d"
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Q Alauda Container Platform Q

B AL BEREIE

B=x

| g

BAEDIR

LR

N B—TEFRIRHAEGEMRS , fEBEAKEIXMP IR, SEFEEREM 2
e EAREGIEME , FREHNER public-registry-credential mFIE, XHHfR
RSB N AR E R G ATR.

BRAELIR

LERREZ AR, FEA LEANAAERE THERADIREI MU EIERS |, TEEBLRAIALE
Xt

2. £ ABIERH ANAENSAET |, RKXSIMEIEEH > &I,
3. ¥KEI% A public-registry-credential HI=EIE , REEAMK FHREF o HEH.

4. FE EEAKCEEMIE Y, EEENE AT A FEEAEXX M.


http://localhost:4173/container_platform/zh/

FH/A LB EEENE - Alauda Container Platform

5. R EHUNMAEH.



	集群
	概览
	节点管理
	托管集群
	创建本地集群
	集群节点规划
	实用指南

	集群概述
	Platform-Provisioned 基础设施
	User-Provisioned 基础设施
	连接集群
	公有云 Kubernetes
	CNCF 标准 Kubernetes
	基于隧道的连接

	选择合适的模型

	节点管理
	概览
	节点类型
	Linux 节点可用性检查
	支持的操作系统和 CPU 型号

	向本地集群添加节点
	约束与限制
	前提条件
	操作步骤
	后续操作
	查看执行进度
	重新添加失败节点


	Manage Nodes
	Update Node Labels
	操作步骤

	Stop/Resume Node Scheduling
	操作步骤

	Evict Pods
	操作步骤

	Set Taints
	操作步骤

	Label and Taint Management
	约束与限制
	操作步骤

	Enable/Disable Virtualization Switch
	Delete On-Premises Cluster Nodes
	约束与限制
	操作步骤


	节点监控
	操作步骤

	托管集群
	概述
	导入集群
	注册集群
	公有云集群初始化
	如何操作

	overview
	什么是托管集群？
	两种接入方式有什么区别？

	导入集群
	概览
	导入标准 Kubernetes 集群
	术语
	前提条件
	注意事项
	获取镜像仓库地址
	检查是否需要额外的镜像仓库配置
	获取集群信息
	集成集群
	网络配置
	常见问题
	为什么“添加节点”按钮是灰色不可用？
	支持哪些证书？
	哪些功能不支持？
	如何解决 Containerd 运行时导致分布式存储部署失败？


	Import OpenShift Cluster
	前提条件
	获取 Registry 地址
	检查是否需要额外的 Registry 配置
	信任不安全的 Registry

	配置集群 DNS
	获取集群信息
	方法一（推荐）：获取 KubeConfig 文件
	方法二：使用 Token、API Server 地址和 CA 证书

	导入集群
	网络配置
	部署插件
	更新审计策略
	常见问题
	为什么“添加节点”按钮不可用？
	支持哪些证书？
	OpenShift 集群不支持哪些功能？


	Import Amazon EKS Cluster
	前提条件
	准备环境
	获取集群信息
	获取导入令牌

	导入集群
	网络配置
	后续步骤
	初始化 Ingress 和存储

	常见问题
	导入后“添加节点”按钮不可用，如何添加节点？
	证书管理支持导入集群的哪些证书？
	导入的 AWS EKS 集群 不支持哪些功能？


	Import GKE Cluster
	前提条件
	准备操作环境
	获取集群信息
	获取目标集群的 API Server 地址和 CA 证书
	获取目标集群 Token

	导入集群
	网络配置
	导入后操作
	Ingress 和存储初始化

	常见问题
	导入集群后“添加节点”按钮灰显，如何添加节点？
	证书管理功能支持导入集群哪些证书？


	导入华为云 CCE 集群（公有云）
	前提条件
	获取镜像仓库地址
	判断镜像仓库是否需要额外配置
	获取集群信息
	获取导入集群令牌

	导入集群
	网络配置
	后续操作
	Ingress（入站规则）及存储初始化

	FAQ
	导入集群后，添加节点按钮变灰，如何添加节点？
	证书管理功能支持导入集群哪些证书？
	导入的华为云 CCE 集群还不支持哪些功能？


	Import Azure AKS Cluster
	前提条件
	准备操作环境
	获取集群信息
	获取导入集群 Token

	导入集群
	网络配置
	导入后操作
	Ingress（入站规则）和存储初始化

	常见问题
	如何配置 AKS 节点外部 IP 安全组规则
	如何访问 AKS 节点
	Azure ALB 使用内部负载均衡器
	Azure ALB 使用外部负载均衡器
	导入集群后“添加节点”按钮变灰，如何添加节点？
	证书管理功能支持导入集群哪些证书？
	导入的 AKS 集群 还不支持哪些功能？


	导入 Alibaba Cloud ACK 集群
	前提条件
	获取镜像仓库地址
	判断镜像仓库是否需要额外配置
	获取 KubeConfig
	导入集群
	网络配置
	FAQ
	如何处理 Alibaba Cloud 监控与平台监控组件的端口冲突？
	如何使用公网访问 Alibaba Cloud 集群？
	导入集群后，添加节点按钮灰显，如何添加节点？
	导入集群的证书管理功能支持哪些证书？
	导入的 Alibaba Cloud ACK 托管集群 和 ACK 专属集群还不支持哪些功能？


	导入腾讯云 TKE 集群
	前提条件
	获取镜像仓库地址
	判断镜像仓库是否需要额外配置
	获取 KubeConfig
	导入集群
	网络配置
	FAQ
	导入集群后，“添加节点”按钮变灰，如何添加节点？
	导入集群的证书管理功能支持哪些证书？
	导入的 TKE 托管集群 和 TKE 专属集群 还不支持哪些功能？


	Register Cluster
	前提条件
	重要说明
	注册集群
	查看注册命令
	FAQ
	连接集群运行时组件为 Containerd 时，如何解决分布式存储部署失败？


	公有云集群初始化
	网络初始化
	AWS EKS 集群网络初始化配置
	支持概览
	前提条件
	配置步骤
	部署 AWS Load Balancer Controller
	创建 Ingress 和 LoadBalancer 服务

	相关操作
	测试 AWS CLI 和 eksctl 安装
	获取 ACCOUNT_ID
	Kubeconfig 配置文件
	为子网添加标签
	创建证书


	AWS EKS 补充信息
	术语
	重要说明
	EKS 使用 aws-lb 为容器网络负载均衡器提供外部访问
	Service Annotation 配置说明
	访问地址获取方式


	华为云 CCE 集群网络初始化配置
	Support Overview
	Prerequisites
	Configuration Steps
	Create Ingress
	Create LoadBalancer Service

	Related Operations
	Create Certificate


	Azure AKS 集群网络初始化配置
	支持概览
	前提条件
	配置步骤
	部署 Ingress Controller
	创建 Ingress 和 LoadBalancer 服务

	相关操作
	创建证书


	Google GKE 集群网络初始化配置
	支持概览
	前提条件
	配置步骤
	部署 Ingress Controller
	创建 Ingress 和 LoadBalancer 服务

	相关操作
	在 Google Cloud 中查看 Ingress 资源
	创建证书


	存储初始化
	概览
	存储类支持
	AWS EKS 集群
	Huawei Cloud CCE 集群
	Azure AKS 集群
	Google GKE 集群


	AWS EKS 集群存储初始化配置
	约束与限制
	前提条件
	配置步骤
	创建存储类
	修改存储类项目分配

	相关操作
	配置可用存储类参数


	华为云 CCE 集群存储初始化配置
	限制与约束
	前提条件
	配置步骤
	默认存储类说明
	常见问题
	PVC 创建失败
	账户欠费


	Azure AKS 集群存储初始化配置
	约束与限制
	前提条件
	配置步骤
	相关信息
	默认存储类说明
	可用存储类参数


	Google GKE 集群存储初始化配置
	约束与限制
	前提条件
	配置步骤
	相关信息
	默认存储类说明
	可用存储类参数

	常见问题
	文件存储类型存储类 PVC 创建失败
	块存储类型存储类 PVC 无法正常绑定


	如何操作
	导入集群的网络配置
	场景描述
	前提条件
	为导入集群添加注解信息

	如何获取导入集群信息？
	问题描述
	前提条件
	获取集群信息
	获取集群 token
	获取导入集群 API server 地址和 CA 证书


	如何信任不安全的镜像仓库？
	问题描述
	配置信任不安全的镜像仓库
	Docker 运行时
	Containerd 运行时


	从自定义命名的网卡采集网络数据
	场景描述
	操作步骤

	创建本地集群
	前提条件
	节点要求
	负载均衡
	连接 global 集群与业务集群
	镜像仓库
	容器网络

	创建操作步骤
	基本信息
	容器网络
	节点设置
	扩展参数

	创建后操作
	查看创建进度
	关联项目


	集群节点规划
	在非不可变集群上创建 Infra 节点
	添加 Infra 节点
	步骤 1：为节点资源添加 Infra 角色标签
	步骤 2：为节点资源添加污点
	步骤 3：验证标签和污点


	将 Pod 迁移到 Infra 节点
	自定义节点规划
	定义自定义角色节点的一般步骤
	步骤 1：添加自定义角色标签
	步骤 2：添加对应污点
	步骤 3：验证配置

	示例：创建专用于日志组件的节点
	步骤 1：添加 Log 角色标签
	步骤 2：为节点添加污点
	步骤 3：验证标签和污点



	实用指南
	为内置注册表添加外部地址
	概述
	先决条件
	步骤
	配置平台注册表的证书和路由规则


	选择容器运行时
	概述
	快速选择指南
	Docker 和 Containerd 的区别
	常用命令
	调用链差异
	日志和参数比较
	CNI 网络比较


	更新公共仓库凭证
	概述
	操作步骤


